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Abstract

I study how equity analysts form subjective beliefs about firms’ earnings using their own
written text from over 1.1 million equity research reports. Using large language models, 1
identify the topics discussed by analysts and represent topic-level information using textual
embeddings. I introduce a novel text-instrumented Coibion-Gorodnichenko regression to un-
cover analysts’ over- and underreaction to specific information. Using this new procedure,
I find pervasive underreaction in short-term earnings forecasts across topics, whereas over-
reaction in long-term forecasts is concentrated in qualitative, intangible topics rather than
quantitative, statistical ones. Revisions driven by qualitative information in long-term earn-
ings forecasts strongly predict future stock returns. Finally, I use textual data to investigate
the behavioral mechanisms underlying the documented misreactions. The empirical results
suggest that overconfidence is an important driver of the overreaction to qualitative informa-
tion, while herding appears to be important in explaining the overall underreaction observed

in short-term forecasts.
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1 Introduction

There is a large body of research on subjective beliefs captured in survey data. Researchers
examining these survey-based measures of beliefs have documented significant deviations from
rationality, including overreaction and underreaction to information. These systematic biases in
survey-based belief measures are also linked to important economic phenomena in macroeconomics

and finance, such as business cycles and variation in asset prices.!

However, several open questions remain regarding the process of belief formation: What infor-
mation do people pay attention to? What information do people over- or underreact to? And what
are the behavioral mechanisms that explain over- or underreactions in beliefs? Answering these
questions is essential for understanding people’s beliefs, yet traditional numerical or categorical
survey responses offer limited guidance. Addressing these questions requires opening the black

box of people’s own thinking.

In this paper, I study belief formation by examining how people explain their own beliefs.
Specifically, T study the subjective beliefs of sell-side equity research analysts regarding stock
earnings, using the written text from over 1.1 million equity research reports. These reports provide
detailed analyses, forecasts, and recommendations on stocks to help investors make informed
decisions. The quantitative measures they contain, such as earnings forecasts and price targets,
are collected by aggregators like the Institutional Brokers’ Estimate System (IBES) and serve as
standard proxies for subjective expectations in empirical research.? The written text in these
reports, which provides the analysts’ rationale for their quantitative forecasts, thus offers valuable

context for studying the formation of subjective beliefs.

I use large language models (LLMs) to extract and condense information from analyst reports,
and I make three contributions to the understanding of subjective belief formation. First, my de-
scriptive results show how the information on which analysts focus varies across time, stocks, and
forecast horizons. Second, as my main contribution, I introduce a novel text-instrumented Coibion-
Gorodnichenko regression to identify over- or underreaction to specific information. Leveraging
this approach, I find that in their long-term earnings forecasts, analysts overreact to qualitative

information but not to quantitative information.® In contrast, underreaction in short-term fore-

!Papers that study survey-based measures of subjective expectations include Malmendier and Nagel (2011),
Greenwood and Shleifer (2014), Coibion and Gorodnichenko (2015), Malmendier and Nagel (2016), Bordalo et al.
(2020), Giglio et al. (2021), Lochstoer and Muir (2022), Bianchi et al. (2022), Nagel and Xu (2022), Nagel and
Xu (2023), Bordalo et al. (2024b), Bordalo et al. (2024c), Bianchi et al. (2024a), Cui et al. (2024), Bhandari et al.
(2025), Li et al. (2025), and Thesmar and Verner (2025). See Adam and Nagel (2023) and Giglio et al. (2025) for
recent reviews of the use of survey-based subjective expectation data in asset pricing.

2See Chen et al. (2013), Bouchaud et al. (2019), Delao and Myers (2021), Cassella et al. (2023), Delao and
Myers (2024), Bordalo et al. (2024b), and Bordalo et al. (2024a,c) for use of IBES EPS forecasts as subjective
cash-flow expectations, and Bastianello (2022), Jensen (2024), Andrei et al. (2023), and Cao et al. (2024) for use
of IBES price targets as subjective return expectations.

3Intangible qualitative information pertains, for example, to a firm’s product development, corporate leadership,



casts is pervasive across all topics. Third, I explore the behavioral mechanisms for over- and
underreaction manifested in analysts’ language. I find evidence consistent with overconfidence
being an important driver of overreaction to qualitative information and herding behavior playing

an important role in explaining short-term underreaction.

Text-instrumented Coibion-Gorodnichenko regression. FEmpirical research on over- and
underreaction in survey data usually relies on the classic Coibion-Gorodnichenko regression (Coibion
and Gorodnichenko (2015), henceforth CG regression) of forecast errors on forecast revisions. Us-
ing this approach, it has been documented that analysts’ short-term earnings forecasts exhibit
underreaction to information (Bouchaud et al. (2019)), while their long-term forecasts exhibit
overreaction (Bordalo et al. (2019, 2024c)). However, the classic CG regression does not attribute
the source of over- and underreaction, because the forecaster’s information set is unobserved. The
main objective of this paper is to use the text in analyst reports to study this key open question:

to what kinds of information do analysts over- or underreact?

To address this question, I begin with a stylized model that relates belief formation and text,
which provides a conceptual framework for identifying the sources of over- and underreaction.
In the model, the analyst forecasts a firm’s future earnings based on a set of disaggregated noisy
signals. I show that the original CG regression only identifies a weighted average of misreactions to
individual signals and suffers from negative bias when measured beliefs contain non-informational

driven variation.

I thus introduce a novel two-stage “text-instrumented” CG (TICG) regression, which identi-
fies over- and underreaction to specific textual topics in the underlying self-disclosed text. This
approach provides a much more granular view of where the over- and underreaction arises. In
the first stage of the TICG regression, I regress forecast revisions on numerical representations
of information in various topics. In the second stage, for each individual topic, I regress forecast
errors on the instrumented forecast revisions while controlling for textual information in other
topics. Intuitively, it captures excessive or insufficient forecast revisions driven by information
related to a specific topic. 1 show that under certain assumptions, this procedure can identify over-
or underreaction to specific topics, uncovering patterns that the original CG regressions based

solely on numerical forecasts cannot capture.*

Information extraction with LLMs. To conduct the study, I construct a new dataset that

links analysts’ earnings forecasts to their original research reports from January 1998 to Septem-

or research and development (R&D); quantitative tangible information relates to profitability or financial conditions.
See Section 5 below for details.

4The main identification assumption is that the text provides “sufficient statistics” regarding analysts’ belief
revision (see Assumption 2), which assumes that the text related to the topic is sufficiently rich to accurately and
completely describe the information that drives analyst’s truly held beliefs. I discuss potential violations of this
condition in Section 2.5.



ber 2023. I then employ LLMs to extract and summarize the detailed content of the reports.
LLMs better capture semantics and interpret natural language more human-like than traditional
methods of textual analysis, such as dictionary-based searches or topic modeling. 1 categorize
the information in analyst reports into 28 topics, and I capture topic-specific information using
high-dimensional embedding vectors of the text associated with each topic. These embeddings
represent textual information in numerical form and encode far richer semantic meaning than
word counts or univariate sentiment measures. This enables researchers to account for sufficient

variation in forecast revisions, which is crucial for valid inference in TICG regressions.”

Using the extracted topics, I begin my empirical analysis by analyzing variation in analysts’
focus on different types of information, measured by topic weights in analyst reports. I docu-
ment substantial time-series variation: analysts’ focus on firm-specific operational topics—such
as mergers and acquisitions (M&A), profitability, corporate leadership, and business strategy—is
procyclical, whereas their focus on the macroeconomy, risk, and debt is strongly countercyclical. I
also identify additional patterns of analysts’ information focus. For example, analysts discuss top-
ics related to firms’ financial condition and risk more for value firms, while they tend to emphasize
business strategy and M&A for growth firms. Analysts also focus on different topics when making
short-term and long-term forecasts. Finally, the topic-weight distributions are more concentrated
for analysts with less experience and broader coverage, suggesting a processing-capacity constraint

when analysts face multiple topics simultaneously.

Furthermore, I provide evidence that these patterns are consistent with a top-down attention
allocation model, in which agents focus more on topics that are most relevant to future outcomes.
I find supporting evidence that analysts increase their discussion on the macroeconomy topic for a
firm when that firm’s future earnings growth becomes more sensitive to the current macroeconomic
conditions. I find similar patterns based on firm-level characteristics: those that predict future
earnings growth more strongly receive higher weights in analyst reports. These results validate that
the topics capture information closely related to analysts’ beliefs, and that analysts are actively

choosing which topics are important to focus on.

Dissecting over- and underreaction. I then move on to my main analysis, where I use TICG

regressions to study what kinds of information analysts over- or underreact to.

I begin by estimating the first-stage TICG regression, which decomposes forecast revisions into
different topics using textual embeddings. This analysis addresses the question, “What information
do analysts react to?” I find that textual embeddings have strong explanatory power for variation
in forecast revisions, with an R? of 0.136 for short-term (1-2 year) forecasts and 0.178 for long-

term (3-5 year) forecasts, after controlling for analyst-, firm-, and time-fixed effects. Across topics,

5In contrast, univariate sentiment measures do not capture sufficient variation in forecast revisions, which leads
to a weak first stage in TICG regression.



analysts react more strongly to profitability and other accounting-based information in their short-
term forecasts, whereas they respond more to information about the macroeconomy, international
markets, and R&D in their long-term forecasts. The strong predictability from textual embedding

vectors also indicates that these embeddings can serve as strong instruments for forecast revisions.

I then proceed to the second stage of the TICG regression to address the question, “What
information do analysts over- or underreact to?” Figure 1 summarizes the key empirical findings
from the TICG regressions. Each dot in the plot represents a topic, and the y-axis corresponds
to the topic-level TICG regression estimate. Intuitively, it captures the predictability of forecast
error from forecast revisions driven by a specific topic. For example, a TICG coefficient of —0.3 for
the R&D topic means that when an analyst revises up their EPS forecast by $1.0 per share due to
RED information, they over-adjust the EPS forecasts by $0.3.° Therefore, the TICG coefficient

provides a direct measure of topic-level over- or underreaction.

In Figure 1, I document two new facts about analysts’ misreactions to information. First,
for short-term earnings forecasts, analysts underreact to almost all topics, as reflected in positive
TICG coefficients. In contrast, long-term earnings forecasts exhibit much greater heterogeneity:

analysts only overreact to a subset of topics (negative coefficients).

Second, for both short- and long-term forecasts, analysts tend to overreact more (or underreact
less) to qualitative topics. I establish this by using an LLM to determine if a piece of information is
qualitative based on whether it contains numerical content or statistics. I find that topics related
to intangible aspects of a firm, such as business strategies, marketing, product development, and
R&D, are highly qualitative, while topics tied to accounting-based information, such as profitabil-
ity, cost, debt, and cash, are more quantitative. Figure 1 depicts a negative relationship between
the topic-level TICG regression coefficient (y-axis) and the share of qualitative information in each
topic (x-axis). This pattern indicates that overreaction in long-term earnings forecasts is primarily
driven by an overreaction to qualitative information, which is both statistically and economically

significant.

Motivated by this observation, I construct two measures of long-term earnings forecast re-
visions: one in response to qualitative topics and the other in response to quantitative topics. I
find that qualitative revisions strongly and negatively predict forecast errors, whereas quantitative
revisions do not. My estimates indicate that approximately 25.7% of the variation in long-term
earnings forecast revisions due to qualitative information reflects excessive adjustment (overshoot-
ing the targets), whereas only 2.0% of the long-term forecast revision variation due to quantitative

information represents misreaction.

6More formally, since the EPS forecasts are scaled by price to ensure stationarity (Bouchaud et al., 2019;
Van Binsbergen et al., 2023; De Silva and Thesmar, 2024), a -0.3 TICG coefficient means that when an analyst
increases their EPS forecast by 1% relative to the current price due to a topic, this revision overshoots the realized
EPS number by 0.3% relative to the current price on average.



Short-term (1-2 years) forecasts Long-term (more than 3 years) forecasts
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Figure 1: Text-instrumented CG coefficients versus topic qualitativeness

Notes: The scatter plots show the relationship between text-instrumented CG-regression coefficients and topic
qualitativeness. Each dot represents one topic, and a positive (negative) Sr;ce indicates underreaction (overreac-
tion) to that topic. The x-axis shows the fraction of qualitative information tuples in a topic. For further detail
see Section 5.

I conduct several robustness tests to validate the above result. First, I show that the TICG
regression results are robust to the dimensionality of the embedding vectors used. Second, I
find similar results using the original CG regression but interacting forecast revisions with topic
weights: when analysts focus more on qualitative topics like product development, marketing, or
R&D, the original CG coefficients for long-term forecasts become more negative, indicating larger

overreaction.”

Third, I estimate TICG regressions in subsamples that are constructed based on
analyst and broker features related to institutional distortions. While the degree of overreaction
to qualitative topics varies across subsamples, the overall negative relationship remains consistent
with the pattern depicted in Figure 1. This suggests that institutional incentives are unlikely to
explain this pattern. In particular, overreaction is stronger among less experienced analysts and
those working at smaller brokerage firms, suggesting that this tendency reflects a behavioral bias

that diminishes with experience.

In addition, the overreaction to qualitative information has significant implications for asset
pricing. I find that revisions of long-term earnings forecast due to qualitative information nega-

tively predict stock returns in the cross-section, whereas revisions due to quantitative information

"In general, the topic weight-interacted CG-regression coefficients do not have the structural interpretation of
a misreaction to specific signals. However, it is a convenient diagnosis of the original CG coefficient’s dependence
on topic weights.



lack this predictive power. A long-short portfolio that bets against qualitative earnings revisions
achieves an annualized Sharpe ratio of 0.85 and has significant alphas to prominent factor models.
In addition, the returns of such a portfolio also explain the long-term behavioral mispricing factor
in Daniel et al. (2020).

Uncovering the behavioral mechanisms in text. After using the TICG regressions to iden-
tify the information to which analysts over- and underreact, I turn to the question: What behav-

ioral mechanisms underlie these documented misreactions?

The self-disclosed description of the belief formation process, such as the text in analysts’ re-
ports, offers an opportunity to study the mechanisms of belief formation. Specifically, for different
behavioral mechanisms or psychological motivations, researchers can look for direct evidence in
the language and assess how well each explains the observed behavioral biases. Building on this
premise, I examine which behavioral mechanisms can empirically account for the two misreaction
patterns I document: (1) an overreaction to qualitative information in long-term forecasts, and

(2) a distinct overall tendency to underreaction that mainly affects short-term forecasts.

I explore three overreaction mechanisms: overconfidence, memory effects, and overinference
from weak signals. Each mechanism can potentially explain why analysts overreact more to qual-
itative than to quantitative information. Analysts may overreact because they are overconfident
in their ability to interpret qualitative information, which allows for more room for interpreta-
tion and thus greater potential for overestimation of the precision of a signal (Odean, 1998). As
regards memory effects, qualitative information may trigger stronger associative recall of similar
past events, which can distort probability assessments and lead to overreaction (Graeber et al.,
2024; Enke et al., 2024). Analysts may also overreact to qualitative topics if these provide weaker
signals than quantitative ones, and analysts overinfer from weak signals when uncertain about
their strength (Augenblick et al., 2025).

I conduct the analysis by prompting the LLM to look for verbal evidence of overconfidence
and memory mechanisms in analysts’ written language. Specifically, I look for assertive language
(such as “we are very confident” or “without doubt”) as indications of confidence and references
to past events or episodes as indications of memory. I also directly predict future earnings growth
using embedding vectors of qualitative topics to assess whether they are indeed weaker than quan-
titative ones. I find that when analysts use more assertive language in their subjective statements,
their revisions due to qualitative information predict forecast errors more negatively, indicating
a stronger overreaction to qualitative information. This suggests that analysts’ overconfidence in
their ability to interpret qualitative information is an important mechanism explaining overreac-

tion to qualitative information in long-term forecasts.

I also examine whether two underreaction mechanisms—sticky beliefs and herding—can explain



the overall underreaction in short-term forecasts. In the sticky belief model, analysts adhere to
their previous forecasts, leading to underreaction to new information (Bouchaud et al., 2019). T
capture this behavior by prompting the LLM to detect references to an analyst’s prior forecast
in the report. In the herding model, analysts follow the consensus forecast and ignore their own
signals, which also results in underreaction in beliefs (Valchev and Gemmi, 2023; Banerjee et al.,
2025). I examine this tendency by prompting the LLM to identify references to consensus forecasts
(such as “street estimates” or “consensus opinions”) in the reports. I find that the more frequently
analysts mention consensus forecasts in their reports, the more positive the CG coefficients become,

suggesting herding is an important driver of analyst underreaction.®

Motivated by these findings, I develop a stylized belief-formation model within the broader
conceptual framework to capture the empirical patterns. In the model, analysts are overconfident
when interpreting qualitative topics, which I model as their believing that qualitative signals have
higher precision than they actually do. Analysts also exhibit herding behavior as they face an
additional incentive to stay close to consensus forecasts. This model explains the new empirical
findings documented in the paper. It also predicts that the herding mechanism affects short-term
forecasts more strongly than long-term forecasts because more analysts issue short-term forecasts

than long-term forecasts, for which I find supportive evidence.

1.1 Related Literature

This paper connects to the extensive literature on subjective beliefs about earnings. Prominent
models of belief formation concerning subjective cash-flow expectations include models that rely
on conservatism and extrapolation (Barberis et al., 1998), sticky beliefs (Bouchaud et al., 2019),
belief in the reversal of earnings growth (Delao and Myers, 2021), diagnostic expectations (Bordalo
et al., 2024b), learning with fading memory (Nagel and Xu, 2022), and noisy cognitive defaults
(De Silva and Thesmar, 2024). These various studies build belief-formation models based solely

on the empirical patterns in analysts’ numerical earnings forecasts.

This paper, by contrast, directly examines how analysts explain the formation of their beliefs in
their written text. By studying the text in analyst reports, I provide direct evidence of how analysts
actually establish their beliefs. I doing so I shed light on important aspects of belief formation that
researchers cannot study using only numerical measures of beliefs, such as analysts’ information
focus, their heterogeneous misreactions to information, or the underlying behavioral mechanisms.
This approach is similar to that seen in an emerging literature in behavioral economics where

open-ended surveys or textual data are used to understand people’s thinking (Choi, 2022; Andre

8 Additionally, I classify forecast revisions into “herding” and “non-herding” types following Clement and Tse
(2005), and show that herding forecasts are associated with more positive CG coefficients, supporting herding as
the main underreaction mechanism.



et al., 2023, 2024; Haaland et al., 2024; Binetti et al., 2024; Laarits et al., 2025).? In particular, this
paper is similar to those using surveys to distinguish between different observationally equivalent
behavioral models or hypotheses (Liu et al., 2022; Chinco et al., 2022; Chen et al., 2023a).

The findings here contribute to the literature on the assessment of misreaction in analysts’
forecasts. The TICG offers a new avenue for identifying the information to which analysts misreact,
an aspect that traditional tests like CG regression cannot address. My findings suggest that
analysts’ overreactions depend on the type of information encountered, complementing existing
research on misreaction in earnings forecasts that uses only numerical forecast data (Bouchaud
et al., 2019; Delao and Myers, 2021; Chaudhry, 2023; Bordalo et al., 2024c,a; De Silva et al., 2025).
I also provide evidence that overconfidence and herding are important drivers of the observed
misreaction (Odean, 1998; Gervais and Odean, 2001; Clement and Tse, 2005; Ben-David et al.,
2013; Valchev and Gemmi, 2023; Banerjee et al., 2025).

This paper also relates to the study of textual information in analysts’ written reports.'’
Despite their apparent relevance, analyst reports have not been systematically used to study the
drivers of analysts’ subjective expectations. Several recent studies have used analyst’s reports
to study how they establish price targets: Decaire and Guenzel (2023) and Decaire and Graham
(2024) explore subjective terminal growth and discount rates in DCF models, and Ben-David and
Chinco (2024) focus on price multiples. Bastianello et al. (2024) study how analysts’ attention to
different topics relates to their valuation model and how they explain differences in price targets.
Chen et al. (2023a) use analyst reports to determine why investors invest in stocks with low
expected returns. In contrast, this paper focuses on earnings expectations, which are a convenient
setting for computing forecast revisions and extending the classic CG regression framework to
study over- or underreaction to information. In this sense, this paper also contributes to the

extensive literature using CG regressions as the main tool to detect belief misreaction.!!

Finally, this paper contributes to the emerging agenda on the use of generative artificial in-
telligence (AI) and LLMs in behavioral finance research. I show that using LLMs in a RAG
framework allows researchers to flexibly extract information from unstructured documents, which
can be important for studying subjective beliefs. More broadly, this paper connects to the exten-

sive literature in which machine learning is employed in financial research (see Kelly et al., 2023)).

9More broadly, this paper connects to the emerging literature employing new data about beliefs in financial
markets, for example, (Cookson and Niessner, 2020; Cookson et al., 2024; Couts et al., 2023; Dahlquist and Ibert,
2024; Couts et al., 2024; Gormsen and Huber, 2024, 2025).

10 Asquith et al. (2005), Huang et al. (2014), and Huang et al. (2018) study investor reactions to analyst reports
by looking at short-term movements in stock prices. Recent work by Bellstam et al. (2021) employs topic modeling
to measure corporate innovation in analyst reports. Li et al. (2023) use a RAG framework similar to mine to assess
corporate culture. Chi et al. (2024) identify the use of alternative datasets in analyst reports and study how this
affects forecasts.

HExamples include Coibion and Gorodnichenko (2015), Bordalo et al. (2020), Wang (2021), Angeletos et al.
(2021), Kohlhas and Walther (2021), d’Arienzo (2021), Afrouzi et al. (2023), De Silva and Thesmar (2024), Kelly
et al. (2024), De Silva et al. (2025), and Halperin and Mazlish (2025).



In particular, I contribute to the literature on the use of machine learning to study analysts’ earn-
ings forecasts (So, 2013; Van Binsbergen et al., 2023; De Silva and Thesmar, 2024) by showing that
their written texts are an important and informative source for the study of systematic forecasting

mistakes.!?

Outline. The remainder of this paper is structured as follows. Section 2 presents a conceptual
framework for studying belief formation through texts. Section 3 describes the analyst-report
data and the LLM-based process for information extraction. Section 4 documents the results
concerning variation in information focus. Section 5 examines over- and underreaction to specific
information, with a focus on how misreaction differs based on the qualitativeness of the topic.
Section 6 employs textual evidence to investigate the behavioral mechanisms behind over- and

underreaction. Section 7 concludes.

2 A framework for belief formation in texts

I first present a theoretical belief-formation framework in which the analyst incorporates disag-
gregated information sets. I highlight that the original CG regression is ill-suited to studying
the drivers of over- and underreaction, and that this challenge can be mitigated by incorporating
self-disclosed text describing the process of belief formation. I then introduce the TICG regres-
sion, a new procedure that leverages textual embeddings to identify the misreaction of analysts to
different types of information. This section provides the conceptual foundation for the empirical

analysis that follows.

2.1 Model Setup

The framework is motivated by Kacperczyk et al. (2016) and Kohlhas and Walther (2021). For
exposition, I consider a model in which one analyst makes a forecast for one firm in a static
setting. Let 3,41 denote the firm’s future earnings that the analyst is trying to forecast. The

analyst observes a set of K signals s, of the future earnings, which takes the following form:

Skt = Y41 T Ukt (1)

I assume both y;11 and v are Gaussian and ; are independent noise. I use Fy[-] to represent the
analyst’s subjective belief at time ¢, and I use p;—1 = Fi_1[ys+1] to denote the analyst’s prior belief
at time ¢ — 1 when entering period t. For simplicity, I assume p;_; is correct (rational), which

means the forecast error is exclusively driven by misreaction to information. This allows me to

120ther recent works using machine learning to study beliefs include Bianchi et al. (2022), Goetzmann et al.
(2022), Bali et al. (2023), Bybee (2023), Charles and Sui (2024), Jensen (2024), Bianchi et al. (2024b), van
Binsbergen et al. (2024), Fedyk et al. (2024), Chen (2025), Jha et al. (2025), Sarkar (2025), and Bini et al. (2025).



interpret the subsequent CG-type regression analysis as a study of misreaction to new information
in sy, which aligns with the common interpretation in the literature. It also rules out predictable

forecast errors due to parameter learning (Farmer et al., 2024; Li et al., 2025)."3

Given the structure of ;11 and {sg;}5_;, I model the revision in the analyst’s subjective
forecast as the weighted combination of the new information from all K signals, plus a residual

term ¢; that captures the unmodeled variation in belief revisions:

K

Revi[yri1] = Filye] — Fialyen] = Z Wi(Skt — pu—1) + & (2)
k=1

where w), captures the weight that they place on signal k. ¢; captures beliefs based on reasons other
than information about these K components, such as unconditional bias, reactions to information

not included in the K signals, distortion of institutional incentives, or simply noise in expectations.

Similarly, T use Ei|y;y1] to denote the rational expectation at time ¢ for the firm’s future

earnings, the revision of which is given by the following:

=

Eilyess] = Evalyea] = ) wilsns — o), (3)

k=1

where wy, is the rational (Kalman gain) on signal s, and note that 41 is assumed to be rational.
Given this formulation, I interpret the differences w; — w; to be the misreaction to information
in signal k. If an analyst overreacts to information in signal k, they put excessive weight on s
and wy, — Wy, < 0. Similarly, if they underreact to information in signal k, we have wy, — wy > 0.

Without loss of generality, I assume that both wy, and @, are positive.'*

2.2 Challenges in identifying misreaction to information

A widely used approach to the study of belief misreaction is to run the classic CG regression of

forecast errors on forecast revisions, in the form of

Yer1 — Filye1] = Bea - (Filyer1] — Fralyea]) + s (4)

The CG regression provides a general framework for empirically documenting over- or underreac-

tion to information in forecasts.!> A positive Boq coefficient estimate is typically interpreted as

13In Table OA.10, I find that lagged forecasts do not have strong predictability of forecast errors in IBES, and
that CG coeflicient remains significant after controlling for lagged forecasts.

14This is innocuous because we can always “negate” the signal so that it makes a positive contribution to y
when sy, increases. The assumption that w; and wj have the same sign ensures a clear interpretation of over- and
underreaction.

5] subsume the constant term for the purpose of exposition. In the empirical implementation, I include time-,
stock- and analyst-fixed effects.
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an underreaction: when the forecaster revises a forecast, a positive So¢ implies the revision is not
sufficiently large, and the forecast undershoots the target. Conversely, a negative 3 is interpreted

as an overreaction to information.

However, in a setting where the forecaster observes disaggregated signals, the baseline CG
coefficient cannot be readily interpreted as a misreaction to any specific piece of information; it
only identifies a weighted average of the misreactions across all signals. Moreover, the presence
of non-information-driven beliefs (like the noise in beliefs) introduces a negative bias in the CG
coefficient.'® Formally, the CG coefficient in the model is characterized in the following proposition:
Proposition 1 (Baseline CG coefficient with disaggregated signals)

Suppose that the analyst forms their belief according to Eq. (2). Then, the CG coefficient in the

regression Y1 — Filyear] = Bee - (Filyrn] — Flyen)) + e is given by
K

Bea o< Z’Yk(wk - @k) - 062, (5)
k=1

where v, 18 a weight coefficient that depends on all Wy, and the covariance matriz of signals sy,

and o? is the variance of the non-informational component ¢; in beliefs in (2).

Proposition 1 shows that Scg only uncovers a weighted average of misreaction parameter
wy, — Wy, and suffers from a negative bias when analysts’ forecast revisions are not information-
driven. The core issue is that the CG regression does not include actual information; the forecast
revision is merely a proxy for information, and this proxy becomes difficult to interpret when

analysts are reacting to multiple signals.

Researchers may also be tempted to directly regress forecast errors on signals they are able

to observe, with the hope that the predictability of these will reveal misreaction to specific types

" However, this approach typically suffers from omitted variable bias.!® For

of information.!
example, if a researcher regresses earnings-forecast errors on a stock’s past returns and finds a
positive coefficient, this does not necessarily imply underreaction to price changes; the analyst
might instead be underreacting to past earnings growth, and the positive coefficient arises because

of the correlation between earnings growth and past returns.*’

16See Juodis and Kucinskas (2023) and De Silva and Thesmar (2024) for further discussion on the noise in
expectations.

"For example, Hribar and McInnis (2012) regress analyst forecast errors on measures of investor sentiment,
Walther and Willis (2013) use measures of investors’ macroeconomic expectations, Faralli (2024) uses extreme
weather, Ma (2025) uses an index of firm technological obsolescence, and Xu et al. (2025) uses a firm’s fiscal risk.
See also So (2013) for a study that predicts forecast errors using observable stock characteristics.

18See Proposition 3 in the Appendix for a formal argument.

90ne approach to mitigating this concern is to use “exogenous” shocks to isolate variation in a single signal
that is uncorrelated with others. For example, Angeletos et al. (2021) and Kucinskas and Peters (2024) use
macroeconomic or inflation shocks derived from VARs, Chaudhry (2023) instruments earnings forecasts using flow-
induced shocks to stock prices, and Derrien et al. (2025) considers ESG-related news. However, for many types of
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In summary, studying belief misreaction to information is challenging when the forecaster’s
information set is typically unobserved. The main contribution of this paper is to show that the
textual descriptions underlying numerical forecasts are a significant step toward uncovering the

belief-formation process, as I show in the approach developed in the following section.

2.3 Uncovering belief formation from text

Operational formulation of belief formation. While the classic formulation of belief for-
mation in Eq. (2) allows researchers to easily define and interpret over- and underreaction, it is
highly stylized and not easily mapped to real-world circumstances. Therefore, I define an equiva-

lent, operational formulation that allows for an easier mapping to the text in analysts’ reports.

First, in reality, rather than a single signal si, analysts observe some general and broadly
defined informational content related to different aspects of the firm. For example, in practice,
there does not exist a univariate signal for “firm profitability”; analysts instead observe accounting
numbers in corporate filings, listen to the CEO’s remarks on sales in earnings calls, talk to industry
experts, and so on. I assume that the new information about aspect k observed by the analyst can
be represented as a numerical vector Xk , which can be high dimensional to capture all relevant

aspects of the new information related to aspect k.

Next, given the numerical representation th for k =1 to K, I model the analyst’s revision of

Y141 as the mapping from {X*}< | to a scalar,

K
Rev[yy11] Z ' XE e, (6)
k=1

where )\, captures how the analyst revises their belief in response to the new information about
firm’s aspect k. I define this formulation to be equivalent to the classic formulation in Eq. (2) as
follows.

Assumption 1 (Equivalence of classic and operational formulation of belief formation)

The classic formulation in Eq. (2) and the operational formulation in Eq. (6) are assumed to be

equivalent, which means

K
Revy[y+1] = Z K(Skt — fe1) + € = ZA’X’“ + €
k=1

@k(sk,t - ,ut—l) = ALth-

information, identifying valid exogenous shocks is a challenge.

12



2.3.1 Text as a sufficient statistic of belief revisions

Having stated the classic and operational formulations of belief formation, I briefly discuss how
the theoretical framework motivates the extraction of information and the representation of text.

More details on the text representation can be found in Section 3.

First, the K different aspects of a firm’s fundamentals can be captured by the textual topics that
the analyst describes in their report. These topics can then be viewed as a collection of nouns.

bR A4

For example, when the analyst writes about “revenue,” “profit margins,” or “sales,” they are
describing information about the firm’s profitability, whereas when they write about “inventory,”

“products,” or “customers,” they are describing information about the firm’s business operations.

Next, for each topic k, I construct an embedding vector of the text related to this topic in the
report, which I denote using XF. An embedding vector is a high-dimensional vector that captures
the semantic meanings of the text, therefore encodes the semantic information in the text.?’ I

present the details of the embedding vector constructions in Section 3.2.

For the text to be informative about the belief formation process, I introduce the following as-
sumption that relates the empirically measured embedding vector X} to the informational content
XF that the analyst observes:

Assumption 2 (Text as sufficient statistics of belief revision)
The embedding vector of topic k is a sufficient statistic for the information that drives the analyst’s

beliefs about component k,

XF=XF  XF e (8)

Assumption 2 essentially states that the text related to topic k is sufficiently rich, in the sense
that the analyst has described all the relevant aspects of s that affect their belief distribution.
The assumption implies that once we know the textual content of analyst’s reports about topic
k, we can (perfectly) determine how they respond to information related to component k. While
admittedly a strong assumption, it provides a useful benchmark for considering how a self-disclosed

text relates to a person’s beliefs.

First, this assumption follows the tradition of interpreting survey data as evidence of genuine
beliefs. Second, it reflect the fact that analyst reports must adhere to regulatory requirements,
such as FINRA Rule 2241, which mandates that “purported facts in research reports [be] based
on reliable information” and requires that conflicts of interest be properly managed to “promote
objective and reliable research that reflects the truly held opinions of research analysts and to

prevent the use of research reports or research analysts to manipulate or condition the market or

208ee Section 4.8 of Hoberg and Manela (2025) for an introduction to embedding methods in finance and Hanley
and Hoberg (2019), Chen et al. (2022), Mazumder et al. (2023), Kim and Nikolaev (2024), and Sarkar (2025) for
recent applications to finance of embeddings to capture information in text.
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favor the interests of the member or a current or prospective customer or class of customers.”?!

Also, buy-side investors often view the written content of these reports as more important than
the quantitative forecasts, creating an incentive for analysts to provide truthful research-based

justifications for their forecasts.??

In practice, however, there are many reasons why the text embeddings, X*’s, in analyst re-
ports might not provide a sufficient statistic for analysts’ belief revisions, topic misclassification,
analysts’ preferences for withholding relevant information, or ex-post justifying their beliefs in
response to certain institutional incentives. In Section 2.5, I discuss these potential violations of
Assumption 2. In particular, when such violations are limited, the TICG still identifies the sign of
misreaction, that is, whether the analyst over- or underreacts, although the estimated magnitude

of the misreaction will be biased.

2.4 Text-instrumented Coibion-Gorodnichenko Regression

I now introduce the two-step TICG regression as a tool for studying misreaction to specific infor-
mation. In the first step, forecast revisions are projected onto the textual information associated
with various topics, identifying how much of any revision is driven by each topic. In the second
step, for each topic, forecast errors are regressed on the predicted revisions while controlling for

the embeddings of other topics.

1. Given observed forecast revisions Rev;[y;+1] and the text embedding vectors X} for topic

k=1,2,..K, regress

Re'l)t [yt+l] = Z )\%th + Uy (9)

K
k=1

Let Xk be a consistent estimator of \; and @t [Yer1] == Zszl /)\\;th the predicted revisions.

2. For each topic k, regress forecast errors on the predicted revisions while using the embeddings

21See https://www.finra.org/rules-guidance/rulebooks/finra-rules/2241. Similar requirements can be found in
the US Securities and Exchange Commission (SEC) Regulation Analyst Certification: https://www.sec.gov/rules-
regulations/2003/02/regulation-analyst-certification. Regulators enforce these rules and can impose fines or sus-
pend and analyst’s certification, including in cases involving major investment banks like Deutsche Bank and
Barclays. Andrew J. Ceresney, a former director of enforcement for the SEC remarked to the New York Times
that: “When research analysts tell clients to buy or sell a particular security, the rules require them to actually
mean what they say. Analysts simply cannot express one view publicly and the opposite view privately.”

22For example, a survey conducted by the Institutional Investor magazineshows that the written report is the
fifth most important consideration when investors vote for “All-Star” analysts, while earnings forecasts rank only
twelfth. “In the end, stock ratings and target prices are just the skin and bones of analysts’ research. The meat
of such reports is in the analysis, details, and tone.” (Bloomberg: When a Stock’s Rating and Target Collide.
2002-04-24.) See Table 1 in Bradshaw (2011) for further details on the importance of the Institutional Investor
survey. Anecdotal evidence from analysts at long-short equity hedge funds confirm that reading sell-side analyst
reports is an important part of their research to generate trade ideas.
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of other topics k' # k as exogenous controls,

Yerr — Filyera] = BrrcgRevilyer] + Z X + e (10)
k' #k

The following proposition shows that the text-instrumented CG-regression coefficient 8%, can
be interpreted as the degree of over- or underreaction to information about signal s, in the belief
formation framework introduced in Section 2.1.

Proposition 2 (Identifying misreaction to granular information using the TICG regression)
Given the two equivalent formulations of belief updating in Assumption 1 and Assumption 2, the
TICG regression has the coefficient

ﬁéf“ICG = (wk - @k)/@k

Therefore, with the assumption that wy > 0, it identifies underreaction to information about k if

B%r0c > 0 and overreaction to information about k if Brroq < 0.

Proposition 2 demonstrates that the two-stage procedure in the TICG regression reveals mis-
reaction to information at the topic level, offering a powerful means to diagnose the source of
systematic forecast errors in analyst’s forecasts. Intuitively, 8%, measures, on average, how
much the analyst’s forecast revision overshoots or undershoots the realized outcome when they
revise only due to information about topic k. The assumption that Xk = XF for all topics enables
researchers to directly control for the information related to other topics & # k and uncover the
forecast error predictability only from topic k. As an example, a Srrcq = —0.3 for the R&D topic
means that when the analyst revises his EPS forecast upward by $1 only due to the firm’s R&D
information, on average $0.30 of that upward revision will be excessive. Therefore, unlike the
original CG regression, the text-instrumented version explicitly incorporates the “information”
observed by the analyst into the empirical procedure, enabling a more granular test of deviations

from rationality.

Estimation, pre-test, and inference. Note that the first-stage (9) is essentially the first-
stage regression of Rev;[y,41] on X} while controlling for X} for k&’ # k, we can estimate TICG
regressions using the standard two-stage least square (T'SLS) estimator. A distinct issue in this
setting is that, when implementing the TICG regressions, capturing the textual information related
to topic k typically requires that the embedding vector X* be high dimensional. This introduces
econometric challenges similar to those in a “many instrumental variables” setting. I follow the
standard approach in the literature (Angrist and Krueger, 1995; Angrist et al., 1999) and apply
jackknife estimation in the first stage. Another concern is that textual embedding vectors might

contain substantial noise, rendering them “weak instruments.” I address this following Mikusheva
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and Sun (2022, 2024) and compute the F-statistic for many weak instruments. The results indicate
that weak-instrument bias is not a significant concern in the empirical implementation. Further

detail on the estimation, inference, and pre-tests is provided in Appendix B.7.

2.5 Potential violations of the sufficient statistics Assumption

In this paper, I assume the text of analysts’ reports provides a sufficient description of the true
drivers of their beliefs, as stated in Assumption 2. If there are distortions, such as measurement
error in the text representation, topic misclassification, or incentives for analysts to engage in
strategic communication, this assumption will not hold. I model these violations as a general form
of measurement error in the text-embedding vectors that are potentially correlated with the“truly
observed” informational and non-informational drivers of analysts’ beliefs. Specifically, I model
the text embedding X7 as

XF = XF 4+ EF, (11)

where EF captures the distortions in text embeddings, which can be correlated with the true
informational content XF, the non-informational drivers ¢;, and across topics. In Appendix B.1, I

discuss how different violation types can be represented in this way.

When there exists measurement errors EF, X, .. will provide a biased inference concerning
the true misreaction parameter by.?* I provide an explicit formula for 8%, under the general
measurement-error structure in Appendix B.1. In particular, if we are only interested in the sign
of the misreaction and determining whether the analyst is over or underreacting, then the TICG
regression still identifies the correct signs when the violation of Assumption 2 is not too large

relative to the magnitude of the misreaction parameter by.

Simulation exercise. [ validate the efficacy of TICG regressions and study the impact of po-
tential violations of Assumption 2 by conducting simulations that mimic the empirical settings;
these are set out in Appendix B.2. The simulation results show first, that it is necessary to use
a jackknife estimator in the TICG to deal with the high-dimensional embedding vectors. Second,
they show that the procedure can allow for a certain degree of violation of Assumption 2 and
still identify the sign of misreaction. Finally, they provide a sense of which empirical patterns are
diagnostic of potential violations. For example, when X} L ¢; is violated, we would expect to see
topics that explain more variation in forecast revisions having a more negative Sr;cq. This is at
odds with the the empirical result in Section 5 that topics with a lower level of explained variance
have a more negative Sr;cq. This indicates that the violation of XF 1| ¢ is unlikely to be a key

driver of the empirical results in Section 5.

23Quantifying and correcting biased inference due to measurement error in variables constructed by generative
Al is an active area of econometric research, for example, Battaglia et al. (2025) and Ludwig et al. (2025). These
methods usually require a human-labeled validation dataset.
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Empirical robustness. In addition to showing a certain degree of robustness through theory
and simulation, I also attempt to address these issues empirically. First, to mitigate topic mis-
classifications and missing information, I use a multi-step information-extraction process using
LLMs. I use explicit prompts to determine if the information extraction is completed, and employ

multiple LLMs for topic classification to minimize idiosyncratic noise.

Second, I address institutional distortions empirically by controlling for observable institutional
features. In the baseline implementation of the TICG regressions, I include time-, stock-, and
analyst-fixed effects, which account for various incentive distortions at these levels. In Section 5.4,
I conduct robustness checks that incorporate additional brokerage- and analyst-level character-
istics, such as underwriting affiliation, reputational capital, investment-banking pressure, broker
loyalty, and institutional ownership. If distortions due to institutional incentives are tied to these
features (for example, affiliated analysts may be more inclined to overreact), one would expect
heterogeneous misreaction. I find that while there is a certain degree of heterogeneity across broker

and analyst characteristics, the main misreaction patterns remain.

3 Data and methodology

3.1 Data

3.1.1 Analyst reports

I obtain sell-side equity research analyst reports from Investext, an aggregator provided by Mergent
Online. Investext stores these reports in PDF format and each publication is accompanied by
metadata that include the report title, publisher (investment bank or brokerage firm), authors
(sell-side analysts), company names and tickers mentioned, as well as Investext’s custom tags such
as report style, category, and subject. The sample starts on 01/01/1998 and ends on 09/30/2023.
See Appendix A.1 for details on the downloaded reports.

For each downloaded analyst report, I match the stocks mentioned with their CUSIP codes
based on the ticker and company name provided by Investext (see Appendix A.3). I then match
the report authors with IBES analyst codes (amaskcd) using authors’ first and last names and
their stock coverage. Additionally, I match contributors of the reports with IBES estimator IDs
(estimator) based on name resemblance and analyst affiliations (see Appendix A.4 for details).
I focus on 115 brokerage firms for which the mapping between Investext contributor and IBES
estimator IDs is validated by the matching tables provided by Flake (2023) and Law (2023).
These brokerage firms include major investment banks JP Morgan, Credit Suisse, Deutsche Bank,
Wells Fargo, and RBC, as well as independent research firms such as Argus Research and Wolfe

Research.
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Finally, I match analyst reports to the announcements in the IBES unadjusted detail file.
Specifically, I attempt to match each announcement to IBES (as identified by the cusip-estimator-
anndats) with research reports written by the same institution about the same stock within +1
business day of the announcement date (anndats).?* Appendix A.6 details the matching process.
As a result, I am able to match 818,780 EPS announcements made by the 115 institutions with
1,144,952 unique analyst reports, covering about 50% of all announcements made by the 115 in-
stitutions in IBES and 23% of the total IBES announcements in the sample period.?® In A.6.1
I report the summary statistics of the matched sample; unconditional moments for key forecast

variables suggest the matched sample is representative of the full IBES sample.

The analyst reports are stored in PDF format, which is unstructured and requires parsing. I
process these reports using the deep-document-understanding pipeline developed by InfiniFlow.
This pipeline uses various deep learning models in computer vision and textual analysis, including
optical character recognition, layout recognition, text recognition, and table recognition. Following
these steps ensures that textual information is preserved during parsing, thereby maintaining data

quality. See Appendix A.2 for details on the parsing procedure.

3.1.2 Subjective expectation data

I obtain analyst forecast data from IBES, a widely used source for studying equity analysts’
subjective expectations. My primary focus is analysts’ beliefs regarding firm earnings, measured
through their EPS forecasts for future fiscal years (FY1 to FY5). I obtain the individual forecasts
from the IBES unadjusted detail file. The process of cleaning and processing of IBES data largely
follows the literature and is detailed in Appendix A.5.%6

3.2 Information extraction from analyst reports

Implementing the TICG regressions requires that the information related to different topics be

extracted and represented as embedding vectors. Traditional methods of textual analysis in eco-

2Previous studies, for example, Huang et al. (2014) and Huang et al. (2018) match forecasts to reports published
between IBES anndats and revdats, which is the most recent date on which the analyst reviewed the forecast and
deemed it still effective. Matching only based on anndats allows me to focus on the reports that contain analysts’
forecast revisions, rather than those that reiterate their previous forecasts.

25The number of reports exceeds the number of announcements because multiple reports can be associated with
a single announcement. For example, a broker might issue a report on an EPS announcement and on the following
day publish a research digest summarizing the contents of the original report. Since there is no way to enhance the
match without reading the reports, I include all matched observations in my sample, which admittedly increases
the noise in the data.

26 A number of papers (La Porta, 1996; Bordalo et al., 2024a,c) focus on IBES estimates of long-term growth
(LTG), which is the “expected annual increase in operating earnings over the company’s next full business cycle”
with a typical forecast horizon of 3-5 years. Given that IBES directly collects LTG measures from contributing
analysts and that the actual LTG is not directly available, it is challenging to merge this with analyst reports
and run CG-type regressions. I note, however, that the overreaction pattern in FY3 to FY5 numerical forecasts is
consistent with the literature.
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nomics and finance that rely on a bag-of-words approach are ill-suited for this type of information
extraction.?” In this paper, I extract information related to different topics using LLMs in a RAG
framework. The framework has two components: a “retrieval” component in which the most rele-
vant textual chunks are retrieved based on their contextual similarity to a user-defined query, and
a “generation” component in which an LLM is used to answer the question based on these relevant
chunks. Compared to bag-of-words approaches, RAG retrieves information based on contextual
meaning in a process that mimics human comprehension and judgment. In the generation step an

LLM is used to answer the user-specified questions based on the retrieved context.

I implement a multi-step procedure in the generation stage to ensure the validity and complete-
ness of LLM-based information extraction. My primary tool is Llama-3.1-8b, a recent open-source
model developed by Meta Al. This delivers state-of-the-art performance on a wide range of textual
tasks and is comparable to closed-source alternatives. Its open-source nature allows flexible local
deployment, unrestricted inference, and complete control over the generation process. For several

key steps, I also use additional open-source models (e.g., DeepSeek and Phi) to validate results.

Figure 2 depicts the multi-step information extraction. I highlight four important steps in the

procedure. Further details are provided in Appendix OA.1.

Retrieval Generation Embedding
A ]
[ \ [ A 1 |
Construct
: Separate factual Extract .
Retrieve . . . Generate and topic-level
and subjective information . . .
relevant context classify topics embedding
content tuples
vectors

Figure 2: Illustration of information extraction from analyst reports

Notes: For a more detailed illustration see Figure OA.2 and detailed steps in Appendix OA.1.

First, I use the LLM to separate factual from subjective statements in analysts’ reports.?®
Typically, a report includes objective descriptions of recent firm developments and the analyst’s

own outlook. As an example, consider two sentences:
e “TSLA reported lower EV unit delivery due to supply chain disruption in Q1.”

e We believe TSLA will trade lower as TSLA will face more challenges in EV delivery.”

2TExamples of dictionary-based approaches include Tetlock (2007), Loughran and McDonald (2011), Hassan
et al. (2019), and examples of topic modeling in economics and finance include Hansen et al. (2018), Bybee et al.
(2024), Ke et al. (2024), and Freyaldenhoven et al. (2025). See Gentzkow et al. (2019) for a review of these
traditional approaches to textual analysis.

28 All prompts used are set out in Appendix OA.5.
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While both sentences concern Tesla’s EV delivery, the first conveys information about an objec-
tively verifiable event that has occurred and entered the analyst’s information set, whereas the
second reflects a forward-looking belief. Separating factual from subjective content is crucial: the
former captures what the analyst is reacting to, while the latter reveals how the analyst translates
that information into beliefs. The framework in Section 2 formalizes the new signals of different
components, which is connected to the factual information concerning different topics. I thus

focus on the factual content in the following analyses.

Second, I use the LLM to extract information from the factual content in the form of a (Noun:
Description) tuple, where Noun is a word or phrase of an object or concept, and Description is
the phrase or sentence that describes and that captures the information related to it. This process
produces 70,307,231 tuples with 9,528,530 unique nouns.?’

Third, I use the LLM to generate topic labels from the extracted nouns by feeding Nouns to
LLMs sequentially. I use open-sourced multiple LLMs to generate topic labels to guard against
model instability. Different models generate 50 to 627 topic labels with certain overlaps and
distinctions, but these topic lists are sufficiently small to allow human inspection. Based on
manual review, I consolidate the labels into 153 topics, which I further aggregate into 28 meta-
topics; the latter are referred to as “topics” in the subsequent sections. I then use the LLM to
classify each noun as associated with one of these topics. Topic definitions are in Table OA.13,

and in Appendix OA.9 I show the word cloud for each topic.

Finally, I generate text embeddings for the 28 topics by using the embedding vectors of the Noun
and the Description in the extracted information tuples. For example, consider an information
tuple s = (“net margin”, “increased by 6%”). I represent the textual information associated with

this tuple as
X, = [Embedding(“net margin”), Embedding( “increased by 6%”)],

where Embedding(-) denotes the embedding output. For embedding, I use ChronoBERT-v1999
developed by He et al. (2025), which produces a 768-dimensional vector for each input string.
Due to the computational burden, I reduce the dimensionality by extracting the first 100 principal

components of the embedding vectors for the Nouns and the Descriptions. The choice to use 100

29Table OA.12 in Appendix OA.6 sets out an example separating factual from subjective content and detailing
the process of information extraction. In the original context, the analyst from Credit Suisse writes detailed factual
information about BBWI’s loyalty program and its selling, general, and administrative (SG&A) expenses. The
LLM can identify and extract the factual information accurately. Notice that, in the middle of the passage, the
analyst writes “we think it will be difficult to hold SGEA dollars flat”, which is clearly their subjective view. The
LLM can successfully identify and summarize this subjective content. In the last part of the example, the financial
economic concepts extracted by the LLM are set out, along with their descriptive adjectives. Appendix OA.7
reports more examples of LLM responses, which further validate that the LLM provides satisfactory results that
separate factual information from subjective statements and extracts meaningful information.
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components is based on the fact that these capture more than 70% of the total variation in the
original embeddings (see Figure OA.18), and I show the robustness of my main empirical results
in embedding dimensions in Section 5.4. Each information tuple is thus represented by a 200-
dimensional vector, comprising 100 dimensions each from the Noun and Description embeddings.
The topic-level embedding vector is then computed as the average across information tuples in

the topic.

3.3 Remarks on LLM implementation

While LLMs have demonstrated remarkable advantages over traditional natural language process-
ing methods and are increasingly adopted in research, concerns remain regarding the validity of

their outputs. In this section, I address several of these concerns.

Traditional topic models. First, one might argue that using LLMs for topic generation is
excessive, given the availability of traditional methods of topic modeling. In Appendix OA.10, I
show that alternative approaches, such as latent Dirichlet allocation and embedding-based clus-
tering, perform poorly. Pre-tests using Hopkins statistics reveal little clustering structure in the
term-document frequency and embedding matrices. In addition, the performance scores of these
models are low, and they produce topic assignments that differ substantially from the LLM-based

classifications.

Look-ahead bias. Since most LLMs are trained on large internet-based corpora, researchers
have raised concerns about look-ahead bias (e.g. Glasserman and Lin, 2023; Sarkar and Vafa, 2024).
I note that, in this paper, LLMs are used primarily for information extraction and summarization,

where look-ahead bias should not be a major concern.

Look-ahead bias remains a concern if the textual embedding vector X contains forward-looking
information. In such cases, X and the resulting predicted revisions may predict forecast errors
simply because they encode information about the unforecastable component, rather than because
they reflect behavioral mistakes. It will also be a concern for the results regarding return pre-
dictability in Section 5.3. I mitigate this by using the 1999-snapshot of ChronoBERT developed
by He et al. (2025) as the embedding model. Trained solely on financial news up to 1999, this

model ensures that the embedding vectors are free from look-ahead bias.

Reproducibility. A common concern with LLMs is the lack of reproducibility due to the
stochastic nature of text generation, where outputs are sampled from a probability distribution
over tokens. I ensure deterministic behavior by setting all randomness-controlling parameters
(temperature, top k, and top_p) to 0, so that the model produces identical outputs for a given

input. The fact that many closed-source LLMs (e.g., ChatGPT) are continuously updated with
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new training data and user interactions means that future users may not obtain the same outputs
as the model weights evolve over time (e.g. Chen et al., 2023b). This concern does not, however,
apply to open-source models like Llama 3.1 that are used in this paper, where the researcher

retains complete control over the model weights.

Agreement in topic assignment across LLMs. LLMs vary in their architecture, training
data, and parameterization, which can lead to differences in their outputs for downstream tasks.
This raises potential concerns about robustness when relying on a single model for textual analysis.
In addition to primarily using Llama-3.1-8b, I address this concern by using 11 other open-source
LLMs for topic generation and assignment. These include widely used models from the Llama,
DeepSeek, Mistral, and Phi families. Table OA.1 shows that while different models may produce
different total-topic numbers, the pairwise cosine similarities between the embedding vectors of
topic labels remain consistently high (above 0.94), suggesting strong agreement across models on

the topics used to classify the nouns.

I also demonstrate that the topic-classification results are robust to the inherent randomness
of LLM output generation and variation across model instances. For the 10,000 most frequently
occurring nouns, I use 11 LLMs to classify them into 153 sub-topic labels. Each model is run with
temperature = 1 to allow for some stochastic behavior, and the classification task is repeated
100 times. Figure OA.12 shows a high degree of agreement across models, particularly among
more recent, larger models. Final topic assignments are determined by majority vote across the

11 models, further reducing the impact of randomness.

Completeness and uncertainty in output. The completeness of the extracted information
and topics is ensured by running sanity-check prompts at each key generation step, with the LLM
explicitly prompted to verify whether any relevant content is missing. I proceed to the next step
only if the LLM confirms that the output is complete. I assess the uncertainty in the LLM outputs
and benchmark them against a closed-source model by employing ChatGPT-40 to evaluate the
topic classification of the 1,000 most frequently occurring nouns with the “inner probability”
method proposed in Chen et al. (2025) to quantify the evaluation uncertainty. Over 93.4% of the
topic assignments are deemed correct, with an average inner probability of 98%, indicating a high

level of confidence in the LLM-generated classifications.

4 Variation in information focus

Having extracted the topics, I proceed with my first set of main empirical results to demonstrate
that there is substantial variation in analysts’ information focus. As introduced in Section 2.3, I

measure analyst i’s information focus on topic k£ when forecasting firm j’s EPS at time ¢ as the
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fraction of topic k-related nouns within the factual content of the analyst’s report:

> nouneafactuat L(noun € Cc*)
mfi]7t == it ’ (12>
znouneA{,t;,cttual I

factual
i7j7t
time ¢, I is an indicator function and I(noun € C¥) is an indicator function that the noun belongs

where noun € A is a noun in the factual content Ai ?;t“al written by analyst 4 for firm j at
to topic k. The top panel of Figure A.2 shows the full-sample topic weights for the 28 topics
identified by the LLMs. Understandably, analysts devote most of their discussion (24.5% of the
total weight) to firm profitability, followed by valuation (6.1%), asset management (5.9%), and

cost (5.9%). I then explore how their focus varies along various dimensions.

4.1 Time-series variation

Analysts’ information focus exhibits significant variation over time and across business cycles. I
construct an aggregate measure of the focus on topic k as the average of mﬁ ;+ across all analysts
and firms at time ¢. Figure 3 plots the aggregate focus on several selected topics over time, with

additional topics shown in Figure A.3.

There are two significant patterns to note from these time-series plots. First, analysts’ focus
on certain topics exhibits strong time trends. For example, analysts have decreased their emphasis
on profitability and costs over the past 20 years. The discussions of R&D and business strategies
were frequent during the tech bubble, dropping off before steadily increasing again in recent
years. Second, analysts shift their information focus markedly during recessions. Panels (c) and
(d) of Figure 3 show that during recessions analysts increase their discussions of firms’ financial

conditions, the macroeconomy, and risks.

As a formal statistical test of how information focus responds to business cycles, I run a time-
series regression of changes in aggregate focus on each topic against changes in log industrial
production. The regression results are presented in Figure OA.4. I find strong heterogeneity in
the cyclicality of analysts’ information focus across topics. For example, analysts focus on firm-
specific intangible information—such as M&A, profitability, corporate leadership, and products—is
strongly procyclical. In contrast, analysts tend to focus more on firm-level financial conditions
(cash, debt, and funding), as well as on the macroeconomy and risk-related topics during reces-

30" These patterns are consistent with the idea that, in economic downturns, firms’ future

sions.
fundamentals become more sensitive to financial distress and aggregate risk than would other-
wise be the case. Accordingly, analysts appear to pay more attention to these variables during

recessions, in line with the predictions of rational inattention models (Kacperczyk et al., 2016).

30In Figure OA.5, I find similar results in a panel regression setting with firm- and analyst-fixed effects.
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Notably, analysts’ countercyclical focus on macroeconomic information aligns with recent findings
that firm managers also exhibit countercyclical attention to macroeconomic conditions (Song and
Stern, 2021; Flynn and Sastry, 2024).

r7.5% L5.5%
28.0% A 8.0% 1
r7.0%
r5.0%
o
26.0% 7.0%
r6.5%
6.0% 1 r4.5%
24.0% -
r6.0%
5.0% A
r4.0%
22.0%
r5.5%
4.0%
r3.5%
20.0% 1 L 0,
5.0% 3.0% 1
r3.0%
20b0 20b5 20‘10 20‘15 20‘20 ngo 20‘05 20‘]_0 20‘15 zgéo
—— Profitability = —— Cost (right) —— Research and Development = —— Business Strategies (right)
r1.1%
5.0% A 5.0%
r3.0%
4.5% r1.0%
4.5% A
4.0% r2.5%
r0.9%
3.5% A
4.0%
r2.0%
3.0% A r0.8%
i |
2.5% 3-5% 1 F1.5%
': F0.7%
2.0% A
0.6% 3.0% r1.o%
ru. 0
1.5% A
2000 2005 2010 2015 2020 2000 2005 2010 2015 2020
—— Debt —— Cash —— Funding (right) —— Macroeconomy —— Risk (right)

Figure 3: Time-series variation in topic weight

Notes: This figure shows the quarterly average weights of selected topics, computed as the average across all analyst
reports published in a given quarter. Additional time-series plots are reported in Figure A.3. Shaded region denotes
recession periods identified by NBER.

4.2 Additional results on variation in topic weights

In Appendix C, I conduct additional analyses on topic-weight variation. In the cross-section, I find
that there are substantial variation across stocks even within industries. In particular, analysts
tend to focus more on M&A, business strategies, R&D, and product-related topics for growth
stocks, but there are no significant differences in the focus on profitability for growth versus value

stocks. This suggests that high valuations are primarily supported by information related to

24



intangibles rather than earnings performance.

I also find that there is significant variation in topic weights depending on the time horizons
of analysts’ earnings forecasts. When forecasting long-term earnings, analysts focus on a firm’s
R&D and when they forecast short-term earnings, they tend to focus on a firm’s profitability and
financial conditions. These differences align with the differences in topic relevance at different

horizons.

Finally, I explore differences in attention across analysts covering the same firm, and find that
analyst-specific attention choice exists but is limited compared to firm-specific attention choice. I
also find that analysts’ topic concentration—measured by the Herfindahl-Hirschman Index (HHI)
of the 28 topic weights—is lower for analysts with more extensive experience but higher for analysts
covering more stocks. This suggests the presence of a processing-capacity constraint for analysts

when processing information related to different topics.

4.3 Evidence of top-down attention allocation

One way to interpret topic weight mfjt is that it captures the analyst’s attention to topic k.
Motivated by this interpretation, in Appendix B.6 I solve for a rational inattention model in
terms of which the analyst chooses the focus of their attention to maximize their expected forecast
accuracy, but incurs a cost for acquiring a more precise signal. The model predicts that the analyst
should allocate more attention to a fundamental component with higher predictive power for future

earnings.

Given this prediction, in Appendix D, I explore whether earnings predictability based on a
topic increases when it receives greater attention from analysts—a central prediction of a top-
down attention-allocation model. I indeed find evidence of such changes in predictability. For
example, when analysts talk more about the macroeconomy in their reports, the firm’s future
earnings growth is indeed more predictable based on current macroeconomic condition. I also find
similar patterns using stock characteristics. This result indicates that the topics in analyst reports

are not random: analysts actively choose to focus on more important information in their reports.

5 Dissecting over- and underreaction to information

In this section, I present my main results regarding analysts’ misreactions to different types of

information, using the TICG regression introduced in Section 2.4.

As a starting point, I confirm that, consistent with the literature, analysts underreact in their

short-term forecasts but overreact in their long-term forecasts by estimating the original CG
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regression

Errori |y n] = Bea - Reviy[Yjern] + 1 +0j + 0 + € g, (13)

where y; 11y 18 firm j’s h-year-ahead EPS at time ¢, Error; [y;++1] is analyst 4’s forecast error with
respect to firm j’s h-year ahead earnings at time ¢, Rev; ;[y;+1] is the forecast revision, and n;, n;, m
denotes analyst-, firm-, and time (quarter)-fixed effects in the regression. Following Bouchaud et al.
(2019) and Van Binsbergen et al. (2023), I scale both earnings and forecasts by the stock price in
the month prior to the forecast revision.?! As in the original CG-regression framework, a positive
Boa indicates that when analysts receive good news and revise their forecasts upward, their new
forecasts remain low relative to the actual EPS, implying underreaction. Conversely, a negative

Boe indicates an overreaction to information.??

Forecast horizon

Short-term (1-2 years) Long-term (> 3 years)
(A) (B) (C) (D)
Original CG Total TICG Original CG Total TICG
Bea 0.176* 0.265* -0.113* -0.146*
(22.55) (39.41) (-6.34) (-8.14)
Fixed effects v v v v
First-stage F-stat 274.5 233.2
Adj. R? (first-stage) 0.136 0.178
Adj. R? (second-stage) 0.012 0.004 0.027 0.001
Num Obs. 793462 793462 176285 176285

Table 1: Coibion-Gorodnichenko regression of EPS forecasts

Notes: Columns A and C report the estimates from the original CG regression, Eq. (13). Columns B and D
report the results of regressing forecast errors on predicted revisions as in Eq. (15). Analyst-, firm-, and quarter-
fixed effects are included and t-statistics are reported in parentheses, with standard errors two-way clustered at
the analyst-firm and firm-quarter levels. The first-stage F-statistics are computed following Mikusheva and Sun
(2022); * denotes statistical significance at the 1% level.

Columns (A) and (C) of Table 1 report the results with OLS estimation of the original CG

regressions. I find a positive o for short-term EPS forecasts, indicating underreaction (Bouchaud

31Q0utliers beyond the 1% and 99% percentiles are dropped, following Kelly et al. (2024).

32 Another possible explanation for the negative CG coefficient is that the forecast revisions are in the opposite
direction of the forecast error. Empirically, I find that about 35% of the long-term forecast revisions are in the
wrong direction. Because the agent in many belief formation models is assumed to know the correct direction of
revision (e.g. Bordalo et al., 2020; Kohlhas and Walther, 2021; Augenblick et al., 2025), I follow the tradition and
interpret negative CG coefficients as overreactions. However, an alternative interpretation of TICG coefficients is
possible when considering reactions in the wrong direction.
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et al., 2019), and a negative ¢ for long-term EPS forecasts, indicating overreaction (Bordalo
et al., 2019, 2024c).3

As discussed in Section 2.2, the original CG regression cannot identify which types of infor-
mation analysts over- or underreact to. In the remainder of this section, I use the new TICG

regression to shed light on this issue.

5.1 Results from the text-instrumented CG regression

I then implement the TICG regression introduced in Section 2.4. Specifically, for analyst ¢ issuing
a forecast for firm j at time ¢ for a h horizon, I estimate the two-stage regression for each topic k

with an embedding vector X k]t using the following specification

Revzty]t-i-h Z)‘, z]t+nz+n]+nt+uz,]t
(14)

Erroria[yeen] = Bric - Revidlyjeen] + Y G XE, +mi 15+ 1 + eqje
k' £k

where ﬁg}i,t[yj,t—&-h] S /\’ +;+ and n;,m;,m; denote analyst-, firm-, and time- (quarter-) fixed
effects. I estimate the first-stage regression using the jackknife IV estimator studied in Mikusheva
and Sun (2022) and Mikusheva and Sun (2024). I drop the “valuation” topic from analyses because
its TICG coeflicient likely captures the mechanical effect of analysts incorporating their biased

forecasts into their subjective valuation, rather than analysts misreacting to information.**

5.1.1 First-stage results

I start by showing that the first-stage regression is strong in the data, that is, the textual embed-
dings capture significant variation in Rev;[y;,+5). I find the first-stage regression produces an R?
of 0.136 for short-term forecasts and 0.178 for long-term forecasts (after controlling for analyst-,

firm-, and time-fixed effects).

Since the first-stage regression effectively decomposes the forecast revisions into different topics,
in Figure 4, I present the variance decomposition of forecast revisions into various topics. I find
that for short-term forecasts, information related to profitability has the greatest explanatory
power for forecast-revision variation (accounting for 24% of the explained variation and 2.7% of
the total variation), followed by information concerning a firm’s costs, inventory, taxes, and debt.

In contrast, for long-term earnings forecasts, information about the macroeconomy, international

331 show in Tables OA.7 and OA.8 that the results are robust to alternative fixed-effect specifications and to

more granular forecast horizons. Table OA.9 reports the results for the full IBES sample, where the pattern of
underreaction in short-term forecasts and overreaction in long-term forecasts remains consistent.
34The main results are robust when the topic is included.
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markets, and R&D plays the important role (each contributing 8.4% of the explained variation
and 1.5% of the total variation).
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Figure 4: Variance decomposition of forecast revisions into different topics

Notes: This figure reports the variance decomposition of forecast errors using embedding vectors of different topics.
Specifically, I estimate

27
Rev; 4[yj.e4+n] = Z )‘;cXik,j,t TN+ 0t
k=1

where X{fj’t denotes the topic-level text embedding for topic & in report written by analyst ¢ at time ¢ covering
firm j, and 7;,n;,n: denote analyst-, firm-, and time (quarter)-fixed effects. Predicted revision from each topic is
Cov(X;ijyt,Revi,t[yj,t+h])
N Var(Revi [y e+n])

topic k by regressing A;X{fjvt onto Rev; ¢[yj,++r). Error bars represent 95% confidence intervals, with standard

errors two-way clustered at the analyst-firm and firm-quarter levels.

for

computed using jackknife estimator. The variance contribution is then computed as

These results suggest that tangible, accounting-based information plays a more important
role in shaping analysts’ short-term expectations, whereas intangible, qualitative topics are more
influential in their long-term forecasts. This is also broadly consistent with the differences in
information focus in short-term and long-term forecasts shown in Figure OA.8. For example,
analysts devote more discussion to profitability when forming short-term forecasts and focus more

on R&D when forming long-term forecasts.

35In Figure OA.3, I show that there is a positive relationship between a topic’s explanatory power for forecast
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The strong explanatory power of forecast revisions from topic embeddings implies that these
embeddings are strong instruments. Following the procedure in Mikusheva and Sun (2022), I
find that when using all 27 topic embeddings, the first-stage F-statistics are 274.5 for short-term
forecast revisions and 233.2 for long-term forecast revisions. Figure A.4 reports the topic-level
F-statistics. I find that for all but one topic, the corresponding F-statistics comfortably exceed

the weak many-instrument threshold of 4.14 proposed in Mikusheva and Sun (2022).

In Figure A.6, I report the correlation of topic-level revisions (correlations of E«;}Lt[éj,tJrh] =
//\\zX,-7j7t). I find that the estimated topic-level revisions exhibit low correlations, with the average
absolute pairwise correlation being 0.032 for short-term forecast revisions and 0.024 for long-term
forecast revisions. This suggests that the topics capture distinct aspects of information relevant

to analysts’ forecast revisions.

5.1.2 Second-stage results

I now present the main results from the second stage of the TICG regressions. I first run the
“total” TICG regression by regressing forecast errors on the aggregate predicted revision across
all topics,

Error; [yji+n] = Brice - Revii[yjien) + €1 (15)

where Ee\vi,t [Yjitn] = Dk /)‘\kafj,t is the predicted forecast revision due all topics. These results are
reported in Columns (B) and (D) in Table 1. I find the same statistically significant underreaction
in short-term forecast revisions and overreaction in long-term revisions, suggesting that analysts

are indeed misreacting to the information contained in the text of analyst reports.*°

Next, moving on to the topic-level over- and underreaction, Figure 5 presents the TICG esti-
mates separately for short-and long-term EPS forecasts using (14). It reveals two novel findings.
First, the top panel reports the results for short-term forecasts. I find that the underreaction
is pervasive across topics: 26 out of the 27 topics have positive TICG coefficients, and 15 are

statistically significant at the 5% level.

revisions and the average topic weight in analyst reports. A rational inattention model predicts a one-to-one
mapping between analysts’ attention and reaction to different information. The positive relationship I document is
directionally consistent with this prediction, but the fit is far from perfect, which indicates that there may be gaps
between the extent to which an analyst chooses to pay attention and the extent to which they react to a piece of
information.

36Tn Table A.1, I show that the residual in the first-stage regression also predicts forecast errors. This is likely
relecting additional belief misreaction to information not discussed the text in analyst reports.
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Figure 5: Text-instrumented CG-regression coefficients

Notes: This figure shows the TICG-regression coefficient estimates of each topic. The first-stage regression is
estimated using a jackknife estimator, and the standard errors are computed using the variance formula in Appendix
B.7.2. Analyst-, firm- and time-fixed effects are included. Gray error bars indicate 95% confidence intervals. The
blue bars (right axis) show the t-statistics of each TICG coefficient, and the dashed lines indicate 5% significance
levels; t-statistics with absolute values greater than 3.0 are truncated for visual purpose.
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Second, and perhaps more interestingly, the TICG coefficients for long-term forecasts exhibit
much greater heterogeneity. I find that analysts still underreact to profitability information in their
long-term forecasts, as evidenced by the positive and significant TICG coefficient. In contrast, the
TICG coefficients for product development, marketing, M&A, business strategies, industry land-
scape, and corporate leadership topics are strongly negative. This indicates that the overreaction
documented by the original CG regressions is primarily driven by an overreaction to information

related to these topics.

In Figure A.5, I perform a “reduced form” forecast error variance decomposition using topic

embeddings directly

K
Error;[yji+n) = Z fingi]fj,t TN+ 0 0+ i (16)
k=1

The results show that the R&D, product development, industry landscape, and M&A topics
explain the largest share of variation in forecast errors for long-term earnings forecasts, consistent

with the findings from the TICG regressions.*’

Taken together, these TICG results detail how analysts misreact to different types of informa-
tion. By highlighting which types of information are more susceptible to misreaction, these results

offer guidance for theoretical models of earnings overreaction.*®

5.2 Qualitative-quantitative gap in overreaction

Why do analysts overreact more to some topics than others? Although it is difficult to offer a
definitive answer, in this section I provide evidence that this pattern may be driven by a differ-
ential response to qualitative and quantitative content. Specifically, I document a “qualitative-
quantitative” gap in misreaction: analysts tend to overreact more (or underreact less) when pro-
cessing qualitative, story-like information, and overreact less (or underreact more) when processing

quantitative, statistical information.

First, I show that the heterogeneous misreaction patterns documented in the TICG regressions
align with the share of qualitative information tuples within each topic, as reported in the bottom

panel of Figure A.2. Specifically, I use the LLM to classify whether a { Noun: Description} tuple

37This regression also yields higher forecast error predictability compared with the original CG or TICG re-
gressions, with an R? of 0.035 for short-term forecast errors and 0.089 for long-term forecast errors. This finding
suggests that, beyond the topic-level over- and underreaction captured by the TICG regressions, the mappings Ay
and & likely point in different directions. Hence, analysts appear to exhibit misreaction even to more granular,
within-topic information captured by different embedding dimensions.

38In Appendix OA.11, I provide anecdotal evidence of analysts overreacting to news related to the corporate
leadership and business strategy of JCPenney, R&D news of General Motors, and to customer-demand news for
Twitter.
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contains statistical or numerical values.* As an example, the tuple (“net margin”, “increased by
6%”) will be classified as quantitative, while the tuple (“the CEO”, “announced product launch
timeline”) will be classified as qualitative. I find that for topics such as product development,
marketing, the industry landscape, and R&D, more than 80% of the information tuples are classi-
fied as qualitative by the LLM. In contrast, less than 40% of the profitability topic’s information
tuples are classified as qualitative.

Short-term (1-2 years) forecasts Long-term (more than 3 years) forecasts
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Figure 6: TICG coefficients versus fraction of qualitative information tuples

Notes: The scatter plots show the relationship between text-instrumented CG-regression coefficients and topic
qualitativeness. Each dot represents one topic, and a positive (negative) Srroe indicates underreaction (overreac-
tion) to that topic. The x-axis shows the fraction of qualitative information tuples in a topic.

Importantly, the differences in qualitative information weights appear to explain the cross-topic
variation in TICG coefficients. Figure 6 presents scatter plots of fr;cq for different topics against
the share of qualitative information in each. I find a strong negative relationship between a topic’s
qualitative content and its TICG coefficient.?® This negative relationship is more pronounced in
the long-term forecast setting, where the topics that are the most qualitative in nature are those
primarily responsible for the negative coefficient in the original CG regression. A similar pattern
is also observable in short-term forecasts, but there is another underreaction that causes TICG

coefficients to become more positive across all topics.*!

39The prompt for determining whether an information tuple is qualitative is Prompt #10 in Appendix OA.5.

40Figure A.9 depicts analogous scatter plots using the coefficients from the topic-weight-interacted CG regressions
and a similarly strong negative relationship between topic qualitativeness and CG coeflicients, conditional on the
topic weights.

41 The difference between short- and long-term forecasts is not the result of analysts paying more or less attention
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5.2.1 Overreaction is primarily driven by qualitative information

As a more direct test of the impact of the qualitativenss of information on overreaction in long-term
forecasts, I construct a measure of long-term forecast revision in response to qualitative (quantita-
tive) information Revqu“l j.r) (Reviy;™ [y;.1r]) as the sum of predicted revision associated with

topics with high (low) shares of qualitative information tuples,

/\qual /\quant
Rev;y [yjor] = Z Rev;ly;.o1]"; Rev;, |yjrr] = Z Revy ;1] (17)

kelcqual keK:quant

where Kgua (Kguant) denotes the top (bottom) half of the list of topics ranked by qualitative tuple
share. Given these two explicit measures, it is possible to directly examine how overreaction in
long-term forecasts is driven by revisions with respect to qualitative and quantitative information.

I do so by running the regression

——qual quant —— quant

Yjt+h — E,t[yj7t+h] BTICG Revzt [yj,tJrh] + Brice - Revzt [yj,tJrh] + €igit- (18)

Intuitively, this regression examines the total TICG regression, Eq. (15), and whether the over-
reaction in long-term forecasts is driven by a revision in response to qualitative or quantitative
information. Table 2 shows the results. Column 1 reproduces the total TICG regression result
in Table 1, which indicates an overreaction in analysts’ long-term earnings forecasts. This over-
reaction is assessed in Columns 2 to 4, which show that it is mainly driven by analysts’ revisions
with respect to qualitative information ﬁe\vjzal [y;.++n), Tather than their revision in response to
quantitative information. Such overreaction to qualitative information is both statistically and
economically significant. My estimates indicate that 25.7% of the variation in long-term earnings
forecast revisions due to qualitative information reflects excessive adjustment (overshooting the

targets), whereas only 2.0% of the variation due to quantitative information represents misreaction.

Finally, I directly examine the original CG-regression coefficient conditional on the fraction of

qualitative information in the analyst’s report. Specifically, I estimate the following regression:

Yiirh — Fialysern] = Boa - Revialyseen] + BEE - Reviy[yjien) X Qual-Fraci;, + € ;. (19)

The coefficient 544 thus captures how misreaction varies with the degree to which analysts are
exposed to information presented in qualitative form. The negative g"cffl in the last column in
Table 2 implies that the more analysts are exposed to information presented in qualitative form,

the more negative their CG coefficient, indicating greater overreaction.

to qualitative than quantitative information. The average share of qualitative tuples is 0.63 for short-term forecasts
and 0.65 for long-term forecasts. This suggests that the results are indeed capturing differences in misreaction, not
differences in attention.
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Forecast horizon: Long-term (> 3 Years)

Dependent variable: y; ivn — Fit[yj+n)

Revi Y] -0.070*
(-8.14)
Rev!s" [y 0n] -0.257* -0.257*
(-2.70) (-2.69)
Rev)y ™ [y 00] 0.022 -0.020
(0.36)  (-0.33)
Revision 0.219%
(2.50)
Revision x Qual_Frac -0.496*
(-3.87)
Fixed effects v v v v v
Adj. R? 0.000 0.005 0.000 0.005 0.032
Num obs. 176285 176285 176285 176285 176285

Table 2: Impact of qualitative information on overreaction

Notes: This table reports the results of forecast-error prediction regression, Egs. (18) and (19) for long-term fore-
— — l —_— t
casts. The instrumented forecast revision Rev; ¢[y; ++1] is defined in Eq. (15), and Revgza [Yj,t+h) (Rev?j:an [Yj,t+h])

are instrumented forecast revisions using qualitative (quantitative) topics defined in Eq. (17). Analyst-, firm-, and
quarter-fixed effects are included. Standard errors are two-way clustered at the analyst-firm and firm-quarter levels,
t-statistics are reported in parentheses, and * denote statistical significance at the 1% levels.

5.3 Asset pricing implication of overreaction to qualitative informa-
tion

Thus far I have demonstrated that the overreaction in analysts’ long-term earnings forecasts is
mainly driven by their overreaction to qualitative information. In this section, I show that this

overreaction also strongly affects stock returns.

Cross-sectional return predictability. Recent work by Bordalo et al. (2024a,c) has estab-
lished that analysts’ revisions to LT G forecasts predict long-term returns with a negative sign. In

a similar spirit, I run a Fama-MacBeth regression of future returns on analysts’ forecast revisions

(20)

—q ——quant . .y
Tjiotrn = O1Rev]y;, LT]—i—ﬁgRevt [y] rr)+0sRev,  [yjrr] €, wherer; iy is firm j’s (annual-
ized) cumulative return from year ¢ to year t+h, Re’ut [yZ7 7] is the stock-level numerical long-term

——quant

EPS revision made by analysts in year ¢, and Revt lyjrr] and Rev,  [y;rr] are stock-level
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long-term forecast revisions driven by qualitative and quantitative information following the con-

struction in Eq. (17).

Dependent variable: Future stock returns

Tjt+1 Tjt+2 Tjt+3
Revfy;rr] 0007  0.001  -0.003 -0.016 -0.013  -0.014  -0.009 -0.005  -0.009
(0.33)  (0.06)  (-0.14) (-0.74) (-0.54)  (-0.56) (-0.49) (-0.26)  (-0.43)
RevyJy;.11] ~0.061%% -0.034% -0.030%*
(-2.53) (-1.86) (-2.25)
Reor ly; 7] -0.081 % 0,077 0,062+
(-4.62) (-6.66) (~4.00)
Revy" " [y, 1] -0.028 -0.006 -0.006
(-1.28) (-0.37) (-0.48)
Avg. R 0.008  0.014 0.018 0012 0018 0023 0007 0012 0018
Nobs 16831 16831 16831 16828 16828 16828 16723 16723 16723

Table 3: Fama-MacBeth regression of future stock returns on forecast revisions

Notes: This table reports results of the Fama-MacBeth regression of future 1- to 3-year stock return on long-
term forecast revisions. Stock-level long-term forecast revisions are the 3-5 years ahead EPS forecast revisions
averaged across analysts in a given year. Reuv[y; r7] denotes numerical forecast revisions, Rev:[y; 7| denotes text-

— qual t

instrumented forecast revisions, and Revzu ly;,.7] (Rev?u " [yj, 7)) denotes text-instrumented forecast revisions in
response to qualitative (quantitative) topics. t-statistics are reported in parentheses with Driscoll-Kraay standard
errors using optimal bandwidth and *, **, and *** denote statistical significance at 10%, 5% and 1% level.

Table 3 shows the result for predictions of 1- to 3-year future returns. I find, first, that analysts’
numerical forecast revisions do not have strong return predictability, but the instrumented forecast
revisions (as defined in Eq. (15)) predict future returns strongly with a negative sign. This
indicates that .ﬁe\vt ly;,Lr] better captures genuine belief revision and has a more profound impact
on stock prices. Second, I find that this strong predictability is entirely driven by the revisions
in response to qualitative information, whereas revisions driven by quantitative topics do not
predict future returns. This result confirms that the overreaction to qualitative information has a

significant impact on stock prices.

In Table A.3, I show that the return predictability is robust to controlling for a set of well-known
return predictors, including market capitalization, book-to-market ratio, past 12-month return,
asset growth, and profitability growth.*> In addition, Table A.4 shows that forecast revisions
driven by qualitative information have an effect on contemporaneous stock returns that is twice as
large as the effect of forecast revisions of the same magnitude, which suggests that the predictability

reflects excess price movements and is consistent with belief overreaction.

42These stock characteristics are obtained from Jensen et al. (2023).
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Betting against qualitative revisions. Given the strong negative return predictability of
qualitative revisions in long-term forecasts, a trading strategy can be constructed to exploit the
associated mispricing. I do so by estimating a TICG regression at the end of each year t starting
from 2004 using previous long-term forecasts and textual embeddings, and construct a long-short
portfolio by going long on the stocks with the lowest 20% of }’z&)f““l ly;cr] and shorting those with
the highest 20% of @fual ly; 7] in year ¢.** The black line in Figure 7 shows that betting against
analysts’ qualitative revision delivers significant investment value. In comparison, similar long-
short portfolios based on analysts’ numerical forecast revisions or revisions due to quantitative
topics do not perform as well. I report summary statistics of these long-short portfolios in Table
A5, which shows that the strategy based on qualitative revisions achieves an annualized Sharpe
ratio of 0.85 with significant alphas relative to the other two revision strategies and prominent

factor models.

— Qualitative
300% 4 —— Quantitative
—— Numerical

250% A

200% A

150% -

100% -

50% 1

0% A

—50% T T T T T T ; T
2005 2007 2009 2011 2013 2015 2017 2019 2021

Figure 7: Long-short portfolio cumulative returns based on forecast revisions

Notes: This plot shows the long-short quintile-portfolio cumulative returns by sorting stocks based on predicted
long-term revisions in response to qualitative and quantitative information, and numerical long-term revisions from
IBES in a given year. Each portfolio is scaled to have an ex-post annual volatility of 10%.

Explaining behavioral factors. Finally, the long-short portfolio based on qualitative forecast
revisions also helps explain the mispricings previously identified in the asset pricing literature.
For example, Daniel et al. (2020) construct two behavioral factors that capture mispricing at
different horizons and use these to explain the cross-section of expected returns. In Table A.G, I

find that the long-term behavioral factor—which exploits persistent mispricing related to share

43The expanding window estimation of TICG regressions and the use of chronologically consistent embedding
model (ChronoBERT-v1999) ensures that the result is truly out of sample.
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issuance—can be spanned by the long-short portfolio based on qualitative revisions. This suggests

that such persistent mispricing can be explained by overreactions to qualitative information.

5.4 Robustness tests and additional results

Robustness to embedding dimensions. In my baseline implementation, I use the first 100
principal components of the embedding vectors for each Noun and Description in information
tuples to construct a 200-dimension embedding representation of the information related to topic
k. Figure A.7 shows that the TICG-regression results are robust when using the first 50, 80, and

120 principal components in the embedding representations.

Forecast persistence and learning from price. In some cases, researchers might include the

lagged forecast at t — 1 in the CG regression to control for the persistence in belief distortions.**

Table A.2 finds that controlling for the lagged forecast does not change the negative coefficient
——qual

on Rev;; [y;sn], which indicates that such overreaction to qualitative information is not just

capturing persistence in belief distortions.

Chaudhry (2023) suggests that the overreaction in earnings forecasts might be related to ana-
lysts learning from stock price movements. The observed overreaction to qualitative information
might reflect analysts using qualitative information to justify their forecast revisions learned from
stock price movements. To investigate this, in Table A.2 I control for past 1-year, 3-year, and
5-year stock returns, and I find that the overreaction to qualitative information is not subsumed
by these controls of price movements. This suggests that the overreaction is not due to analysts

using qualitative information to justify their learning from price.

Qualitative-quantitative gap within topic. In Figure 6, [ show that analysts overreact dif-
ferently depending on the qualitativeness of the topic. As a robustness check, I also investigate
whether analysts overreact more to qualitative information within a topic than to quantitative

information by running the following regression
K | =k
Yiaeh — Fialtiesn] = BeBRevy [yseen] + Y B Revy [yseen] x Qual_Frack;, + e js.
k k

Effectively, this regression studies how the topic-level TICG coefficient changes when the topic

contains more qualitative information tuples in the report. Figure A.10 shows that ﬂg"al is mostly

negative, indicating that analysts also overreact more to qualitative information within a topic.

44Quch forecast error predictability naturally arises in models such as the diagnostic expectation of persistent
variables (Bordalo et al. (2024c)), which Halperin and Mazlish (2025) describes as “over-extremity.”
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Topic-weight-interacted CG regression. As an alternative gauge of how analysts misreact
to different topics, I estimate a “topic-weight-interacted” CG regression. Specifically, I interact
Rev; ¢[yj14+r) with topic weights in the underlying analyst reports. While this regression does not
allow the structural interpretation afforded by the TICG regression, it provides an alternative
description of how the original CG-regression coefficient changes as analysts’ topic focus changes.
Figure A.8 reports the results. I find that the overreaction in analysts’ long-term forecasts is more
pronounced when they focus on topics like product development, marketing, and R&D. Figure A.9
shows that there is also a clear negative relationship between the qualitative nature of a topic and
its impact on the original CG-regression coefficient. This again aligns with the TICG-regression

results.

Alternative construction of revision to qualitative information. In my baseline con-
struction of E&)?Zal [yj.t+n] and E@ffj“”t [y.t+n], I exploit the full sample’s cross-topic qualitative
heterogeneity, ignoring variation in information quality at the report level. I construct alternative
measures of }/Tia}?zal [Y;+n) and Ee\vﬁzam [y;.++n] by aggregating topic-level revisions with the topic-
level quality at the report level. Table A.7 shows that the results in Table 2 are robust to the

definition of revisions with respect to qualitative and quantitative information.

Connection with the overreaction in intangible returns. The overreaction to qualitative
information is also connected to the fact that a stock’s return is strongly and negatively related
to its “intangible” return, the component of the past return that is orthogonal to the firm’s
past performance (Daniel and Titman, 2006; Jiang, 2010). I conduct two exercises to show that
qualitative and intangible information are closely connected. First, I compute the tangible and
intangible returns, and calculate their variances in bins based on weight of qualitative information

tuples at the stock-year level.*>

Figure A.11 shows that intangible returns are more volatile when analysts discuss qualitative
information in their reports, while there is little change in the volatility of tangible returns. Second,
I regress tangible and intangible returns on long-term E&}jf;“l and Ee\ujfj“"t (computed as the
average across analysts for each stock-year). Table A.8 shows that the revisions due to qualitative
information are more strongly related to intangible returns than revisions due to quantitative
information, and vice versa for tangible returns. These results suggest that the documented

overreaction to intangible returns is likely driven by the overreaction to qualitative information.

45Following Daniel and Titman (2006) and Jiang (2010), I compute tangible returns as the book returns (changes

in log book equity) from year ¢t — 1 to year t, r;fltngible = log(BEj;) — log(BE;;_1). The intangible return is
computed as the residual in the cross-sectional regression r;; = vo + 71 log(BE/ME; ;1) + ygrfingible + v, and

intangible _ 55 ] te Qual_Frac, Revey" d Reol,™ to the stock-year level. Vari
it = vj+. | aggregate Qual_Frac, Rev;, [y;i+n] and Rev;; [yj++n] to the stock-year level. Variances

are computed after controlling for stock- and year-fixed effects.
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Sample splitting based on regulation change. The regulation landscape with respect to
sell-side research has changed since the 2000s, mainly to address conflicts of interest and institu-
tional incentives distorting the content of analyst reports.?® To study whether the overreaction
to qualitative information may be driven by institutional incentives, I redo the plots in Figure 6
for the samples before and after 2016, which corresponds to the start of FINRA 2241, a major
regulation covering sell-side analysts. Figure A.12 shows that the qualitative nature of analyst
reports is quite stable over time, and that the finding of a greater overreaction to qualitative topics
in long-term forecasts is robust before and after 2016. The result is thus less likely to be driven

by conflicts of interest or strategic communications.

Institutional incentives. A common concern in the literature regarding sell-side analysts’ fore-
casts is that rather than reflecting the analysts’ true beliefs, these may be distorted by institutional
incentives. As explained in Section 2.5, such institutional incentives will bias the estimates of the

true-belief effects.

Quantifying how institutional incentives distort analysts’ forecasts is difficult and beyond the
scope of this paper. I nevertheless show that these incentives are unlikely to be the reason an-
alysts overreact more to qualitative than other information. Following the literature on sell-side
brokerage incentives (Lin and McNichols, 1998; Michaely and Womack, 1999; Ljungqvist et al.,
2006, 2007; Malmendier and Shanthikumar, 2014), I compute several measures of institutional
features, including issuance and M&A-deal affiliations, pressure from investment banks, brokers’
reputational capital, broker royalty index, brokerage size, and institutional ownership.*” Figure
A.14 shows that the negative relationship documented in Figure 6 remains robust across these

subsamples, indicating that institutional distortions play a minimal role in the results.

Heterogeneity across analysts. 1 also explore differences across analysts in their degree of
overreaction to qualitative information. Figure A.15 presents scatter plots depicting the relation-
ship between TICG coefficients and topic qualitativeness across subsamples, defined by analyst
characteristics. The negative relationship documented in Figure 6 remains robust across these
subsamples. However, the relationship weakens for analysts with more experience and those at
larger brokerage firms. This suggests that analysts learn to correct belief distortions over time as

they become more skilled in the profession.

Focus on qualitative information. Given that the overreaction to qualitative information is
stronger for long-term forecasts, one might wonder whether this is because analysts focus more

on qualitative information when making these. While Figure OA.8 shows that there are indeed

46Noticeable changes in US regulation include Reg FD in 2000, NASD 2711 and NYSE 472 in 2002, Regulation
AC in 2003, and FINRA 2241 in 2015.
47The computation of these variables is detailed in Appendix E.
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differences in topic weights when analysts make short-term versus long-term forecasts, 1 find
no significant differences in the qualitative versus quantitative information focus of these. This

suggests that the result is driven by misreaction to information, rather than information selection.

Taking stock. In this section, I have studied what information analysts misreact to in their
earnings forecasts and found that there is substantial heterogeneity in the degree of misreaction
across topics. I document two novel patterns: (1) analysts overreact more to qualitative, story-like
information than to qualitative information, and (2) there is another underreactive force in the

short-term earnings forecasts that operates across topics.

6 Uncovering behavioral mechanisms using textual data

The textual data capturing analysts’ beliefs facilitates the documentation of novel empirical pat-
terns—such as heterogeneous overreactions to qualitative versus quantitative information—and
provides a new empirical environment for testing established theories of belief formation. Re-
searchers can search in natural language for textual evidence of any proposed mechanism. Assum-
ing that the text genuinely reflects analysts’ process of belief formation, how analysts articulate and
justify their beliefs provides a way to directly identify the behavioral forces underlying anomalies

in observed beliefs.

In this section, I employ LLMs to find textual evidence of mechanisms that can help explain two
facts documented in Section 5: (1) an overreaction concentrated around qualitative information in
long-term forecasts, and (2) a separate underreaction that affects all topics in short-term forecasts.
[ focus on three candidate mechanisms for overreaction (overconfidence, memory effects, and
overinference from weak signals) and two candidate mechanisms for underreaction (sticky beliefs
and confirmation bias, and herding). These mechanisms are chosen because they are particularly
amenable to study using textual data; what follows is by no means a complete evaluation of all
possible behavioral mechanisms.*® Nevertheless, this section offers a first step in this direction,
and demonstrates that the self-disclosed text has the potential to advance our understanding of

the behavioral mechanisms underlying misreaction.

Based on textual evidence, I find that the observed overreaction to qualitative information is
consistent with the operation of overconfidence as a mechanism: analysts subjective statements
tend to take a stronger tone and use more definitive language—for example “we are very confi-

dent,” “undoubtedly,” or “definitely”—when they encounter qualitative information. This pattern

48Other behavioral mechanisms that can generate overreaction include representative heuristics (Kahneman and
Tversky, 1972; Bordalo et al., 2019), base-rate neglect (Kahneman and Tversky, 1973), and incorrect belief in
the law of small numbers (Rabin, 2002; Jin and Peng, 2023). Other mechanisms that can generate underreaction
include inattention (Sims, 2003) and gradual information diffusion (Hong and Stein, 1999).
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suggests that an analyst’s overreaction to intangible signals stems primarily from their overconfi-
dence when interpreting qualitative information. Regarding underreaction in short-term forecasts,

I present suggestive textual evidence that this is driven by herding behavior among analysts.

6.1 What explains the qualitative-quantitative gap in overreactions in

long-term forecasts?

Overconfidence. The overconfidence hypothesis posits that individuals systematically overes-
timate the precision of their own judgments (Barberis, 2018).% Overconfidence has been widely
invoked to explain excess trading volume and persistent disagreement in financial markets (e.g.
Barber and Odean, 2000; Grinblatt and Keloharju, 2001). Importantly, it also predicts that agents
will overreact to information because their subjective precision is higher than the true precision of
the signals (e.g. Daniel et al., 1998; Broer and Kohlhas, 2024; Adam et al., 2025; Li et al., 2025).
In particular, analysts may exhibit greater overconfidence when processing qualitative than quan-
titative information, as the interpretive nature of the former leaves more room for subjective
judgment. This flexibility in interpretation can lead to more strongly held personal convictions
and, consequently, more overconfident behavior (Odean, 1998). Recent work by Filipovic and
Wagner (2024) shows that managers tend to be overconfident in the value of M&A deals when
they are discussing information about intangibles, which leads to lower abnormal returns after

deal announcements.

I seek evidence of potential overconfidence by hypothesizing that overconfident analysts are
more likely to use a stronger tone or more assertive language in their reports, particularly in their
subjective statements. Based on this idea, I use an LLM to identify whether assertive language is
present in the subjective sentences in each report. Specifically, I classify each chunk of subjective
content as either containing assertive language (coded as 1) or not (coded as 0), using Prompt #12
in Appendix OA.5. I then construct a measure h°*/ene for each report, defined as the fraction
of subjective chunks that include assertive language. I present examples of language identified as
confident in Appendix OA.12.1.

Memory. Recent studies highlight the important role of memory in belief formation (Bordalo
et al., 2021, 2023; Wachter and Kahana, 2024; Jiang et al., 2024; Enke et al., 2024; Kwon and
Tang, 2025). Specifically, new information may trigger analysts to recall similar past events or
episodes, leading them to overweight the probability of outcomes implied by the new information.

This memory channel may also help explain analysts’ tendency to overreact to qualitative infor-

49This form of overconfidence is typically referred to as “overprecision.” Another variant, “dismissiveness”,
describes the tendency of individuals to discount the judgments or forecasts of others, including consensus views.
However, this latter form of overconfidence seems inconsistent with the well-documented herding behavior among
analysts.
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mation. Recent work by Graeber et al. (2024) shows that qualitative content is more likely to

elicit associative recall than statistical content.

In light of the above, I seek evidence of memory or associative recall by prompting the LLM to
identify references to past events or episodes in analysts’ reports (using Prompt #13 in Appendix
OA.5). To distinguish genuine memory recall from descriptions of recent developments, I instruct
the LLM to exclude current events and those in the recent past. Specifically, each chunk in an
analyst report takes the value of 1 if the LLM detects a reference to a prior event or episode, and
0 otherwise. I then construct a report-level measure, A" defined as the fraction of chunks
in which the LLM identifies such references. I present examples of identified memory language
in Appendix OA.12.2, which shows that the LLM correctly identifies when analysts are actively

recalling information from the past.

Overinference of weak signals. Another potential mechanism for overreaction is seen when
people are unsure of the true strength of the signal and update their beliefs as if the signal had
“Intermediate strength.” This implies that they will overinfer from (and subsequently overreact
to) weak signals, while at the same time underreacting to strong signals (Khaw et al., 2021; Ba
et al., 2024; Augenblick et al.; 2025). Along similar lines, people may overreact to transitory
signals and underreact to persistent signals if they perceive those signals to have “intermediate
persistence” (Wang, 2021; Afrouzi et al., 2023).

While this mechanism for overreaction is somewhat similar to the overconfidence mechanism,
a key distinction is that the former predicts that the degree of overreaction will depend on the
strength of the signals. Under this hypothesis, analysts overreact more to qualitative than quanti-
tative information because the former type is a weaker predictor of long-term earnings. Evaluating
the earnings predictability across topics thus provides a suggestive test of this mechanism. I ex-
plore this using textual embeddings of each topic, X*, to predict realized growth in future earnings

and examine whether the variation in predictive power aligns with the pattern of misreaction.

6.1.1 Empirical results

I begin by examining whether the presence of more qualitative information is associated with
greater overconfidence or memory recall by running the following regression:
hzq,j,t = - Qual_Frac; j; + € 1, (21)

where h° € {poverconfidence pmemoryy and Qual_Frac represents the share of information tuples in

the analyst’s report classified as qualitative.
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hoverconfidence Jmemory

Qual_Frac 0.089%* 0.042%*
(25.32)  (17.02)
Fixed effects v v
Adj. R? 0.534 0.553
Num obs. 391641 391641

Table 4: Impact of qualitative information on hoverconfidence oy pmemory

Notes: This table reports the impact of the qualitativeness of information on measures of overconfidence and
memory effects. Qual_Frac is the fraction of information tuples classified as qualitative in the analyst’s report,
poverconfidence ig the fraction of chunks of subjective statements containing assertive language identified by the
LLM, and A™¢™°"Y is the fraction of factual chunks that describes historical episodes as identified by the LLM.
Analyst-, stock-, and time (quarter)-fixed effects are included. ¢-statistics are reported in parentheses, with standard
errors being two-way clustered at the analyst-firm and firm-quarter level; * denotes statistical significance at the
1% level.

In Table 4, I find that analysts who include more qualitative content in their writing also use
more assertive language (higher hovereonfidence) and are more likely to reference past events (higher
hmemery) than those who do not. These findings suggest that both mechanisms could explain the

observed overreaction to qualitative information.

Next, I examine how overconfidence and memory influence the overreaction to qualitative infor-
—— qual

mation by interacting terms between forecast revisions due to qualitative information Rev,; [y ¢41)
(as defined in Eq. (17)) with poverconfidence anq pmemory,
/\qual /\qual id
Yiseh — Fialtyjen] = Br- Revyy [Yiein] + Ba - Revyy [yjeen] X by et

=~ qual memory

+ B3 - Revgy [yje+n] X hiji " =+ €ija-

(22)

In this regression, the coefficients 85 and (3 capture how the presence of overconfident or memory-

related language in analysts’ reports influences how they overreact to qualitative information.
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Forecast horizon: Long-term (>3 years)

Dependent variable: y;1n — Fj [y 141

—— qual

Rev;; [Yje1n] -0.034* -0.050* 0.175*
(-6.39)  (-8.63) (-5.91)
Ea}g;‘al [yj,t-s-h} % poverconfidence () (7% _0.075*
(-3.08) (-3.13)
@?ﬁ‘” [Yjeen] x hmemory 0.006  0.022
(0.18)  (0.63)
Revision 0.037  -0.053*  0.007
(0.37)  (-245)  (0.30)
Revision x peverconfidence -0.534* -0.537*
(-5.71) (-5.63)
Revision x hmemery -0.158  0.015
(-141)  (0.13)
Fixed effects v v v v v v
Adj. R? 0.009  0.008  0.009  0.025  0.025  0.025

Table 5: Impact of overconfidence and memory on overreaction

Notes: This table reports how heverconfidence and pmemory gffect overreaction. The first three columns show the
results for revisions related to qualitative information, Eq. (22), and the last three columns show the results for
total variation, Eq. (23). peverconfidence ig the share of chunks of subjective statements that the LLM identified as
containing assertive language and h™™°"Y is the share of factual chunks identified as describing historical episodes.
Analyst-, firm- and quarter-fixed effects are included. t-statistics are reported in parentheses, with standard errors
being two-way clustered at the analyst-firm and firm-quarter level; * denotes statistical significance at 1% level.

——qual

The results, presented in Columns 1 to 3 of Table 5, show that the interaction term Rev, ; [y;.1+4]X¥
poverconfidence hag a negative predictive coefficient for forecast errors. This suggests that analysts’
overreaction to qualitative information is greater when they use more assertive language in their

reports. In contrast, there is no significant effect from the interaction with h™e™oY.

In a similar fashion, I investigate how hoverconfidence and pmemory affect the overall negativity

in the original CG regressions by interacting the original forecast revisions with poverconfidence anq
Jmemory
id
Yierh — Fielyien) = Bt Reviglyjeen] + Bz - Reviglyjaen] x hiqeonlidene (23)

memory

+ B - Revgg[yjvn] X hz,j,t + €t

In this regression, a negative 3, indicates that analysts overreact more (the original CG regression
is more negative) when analysts exhibit greater overconfidence, and a negative S5 indicates that

analysts overreact more when they engage more in recalling past episodes. The results in the last
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three columns of Table 5 show that the more confident the language used by analysts, the more
they overreact, but this is not the case when they reference past events more. These results again

suggest that overconfidence is an important driver of the observed overreaction.

6.1.2 Additional results on overconfidence

In addition to the direct evidence related to the predictability of forecast errors, I examine how
overconfidence and memory effects relate to analysts’ experience. The first two columns of Ta-
ble A.13 report the coefficients for the regression of hoverconfidence and pmemery on analyst experi-
ence, defined as the number of quarters since the analyst first issued a forecast in the IBES dataset.
I find that the overconfidence measure is negatively associated with experience, indicating that
less experienced analysts are more likely to use assertive language and be identified as overconfi-
dent. In contrast, the memory measure is positively associated with experience, suggesting that
the more experienced an analyst the more likely they are to reference historical events in their
reports. These findings support the interpretation that the overconfidence measure captures belief
distortions, while memory-related language may reflect accumulated knowledge that contributes

to more precise, rather than more biased, forecasts.

Second, in Table A.9, I show that when interacting hoverconfidence with revisions related to
—— quant

quantitative information Rev,, [y; 4], there are no significant effects. This suggests that it is

analysts’ overconfidence when interpreting qualitative information that drives the results.

Given the finding that analysts’ overreaction is greater when hoverconfidence jg high  that is,
when analysts use more assertive and definitive language, one might be concerned that this does
not constitute genuine overconfidence, but rather describes a larger movement in their beliefs.
This concern is mitigated by the finding in Table A.10 that the coefficient of the regression of
Jovercon fidence

on absolute forecast revision is not statistically significant. This suggests that more

extensive revisions do not mechanically cause analysts to use more definitive language.”® I also

overcon fidence

repeat regression, Eq. (23) but split A2S ™ into its lagged value hi i and its

Z‘?j7t
Ahoverconfidence o hoverconf’idence o hoverconfidence

i Pt i1 . If the CG coefficient is negative because,

change
mechanically, hoverconfidence jg high when the current revision is extensive, then we would expect
no effect from the lagged overconfidence measure. Table A.11 shows, however, that both changes

and the lagged overconfidence measure predict more negative CG coefficients.

Overinference from weak signals. Finally, [ examine whether overinference from weak signals
could be the underlying behavioral mechanism driving overreaction. The mechanism’s central
prediction is that qualitative information tends to have weaker predictive value than quantitative

information for future fundamentals but analysts overestimate its precision. I empirically assess

5OIntuitively, analysts can say things like they are “very confident” that the future EPS “will not be impacted
by current events” and not change their forecasts drastically.
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this prediction by estimating the following predictive regression:
Ayjein = 5]@X£t + €jt+n, (24)

where Ay; 1 denotes the h-year EPS growth, and X j'ft represents the average embedding vector
of information tuples related to topic k£ for firm j at time ¢, constructed as the average across
all analysts’ reports published in that quarter. Figure A.16 displays the scatter plots of the
relationship between topic-level predictive R? and the fraction of qualitative tuples within each
topic. I find a positive relationship: topics with a higher share of qualitative content tend to have
greater predictive power for future earnings growth. This pattern contradicts the overinference

hypothesis, which would predict lower forecast accuracy for qualitative (i.e., weaker) signals.

Summary of overreaction mechanisms. Taken together, a greater share of qualitative infor-
mation is associated with both higher levels of overconfidence and memory recall. However, the
overconfidence measure seems to be associated with a more negative CG coefficient in long-term
forecasts. This suggests that overconfidence is an important driver of the overreaction to qualita-
tive information in long-term forecasts. I find limited support for memory effects and overinference

as the underlying mechanisms for overreaction.

6.2 What explains the overall underreaction in short-term forecasts?

Sticky beliefs. Bouchaud et al. (2019) attribute the positive CG coefficient to belief stickiness.
In their model, subjective beliefs are formed as a convex combination of the rational belief and
the agent’s prior belief from the preceding period. This stickiness component, which anchors
current to past beliefs, generates forecast underreaction. In the literature, sticky beliefs have been
attributed to psychological features like confirmation bias (Rabin and Schrag, 1999; Pouget et al.,
2017) and conservatism (Barberis et al., 1998).

Since belief stickiness can be understood as an overweighting of past forecasts, I hypothesize
that the reports of analysts with stickier beliefs are more likely to reference their own prior earnings
forecasts. On this basis, I prompt the LLM to identify whether an analyst refers to their previous
EPS forecast in a report (using Prompt #14 in Appendix OA.5). Based on this classification, I
then construct a binary measure, h*¥**¥  which is equal to 1 if the LLM detects a reference to the
analyst’s prior forecast, and 0 otherwise. In Appendix OA.12.3, I provide snippets of analysts’
mentions of their past beliefs, and in many cases, the analysts state that the current news confirms

their prior beliefs.

Herding. There is substantial empirical evidence that sell-side analysts tend to herd their fore-

casts and recommendations around the consensus, often disregarding their privately held infor-
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mation (Trueman, 1994; Welch, 2000; Clement and Tse, 2005; Jegadeesh and Kim, 2010). Such
herding behavior may arise from career or reputational concerns, as modeled by Scharfstein and
Stein (1990), or be related to information cascades (Bikhchandani et al., 1992). More recent stud-
ies, including Valchev and Gemmi (2023) and Banerjee et al. (2025), reexamine herding within
the framework of overreaction and underreaction, particularly in the context of CG regressions,
showing theoretically that herding can lead to a positive CG coefficient, indicating underreaction

to information.

In herding models, agents place excessive emphasis on the consensus forecast. I capture this
behavior empirically by prompting the LLM to identify whether an analyst refers to the consensus
forecast within their report, as indicated by the use of such terms as “street estimates”, “consensus
forecasts”, or “other analysts” (using Prompt #15 in Appendix OA.5). Based on this classification,
I construct a measure, h*"¢, for each report that takes the value of 1 if the LLM detects a reference

to the consensus forecast, and 0 otherwise.

6.2.1 Empirical results

I examine whether the LLM-based measures of herding and sticky beliefs are related to the overall
underreaction in analysts’ short-term forecasts by interacting h¢""9 and h****¥ with the predicted
revision Ea)i,t[ijﬁh] and the original revision in the CG regression. The results are reported in
Table 6. I find that for both the original and text-instrumented revisions, the coefficient on the
interaction with h¢"4"9 is positive and significant, indicating that analysts tend to underreact more
when their reports explicitly reference consensus forecasts or street estimates. This supports the
interpretation that herding is an important mechanism for underreaction in short-term forecasts.
In contrast, there is limited evidence that analysts’ references to their own past forecasts makes

them underreact more.

Additional results on herding. [ further investigate whether herding contributes to the pos-
itive CG coefficients following the classification approach in Clement and Tse (2005). I define
an EPS forecast as “herding” if the new forecast lies between the analyst’s previous forecast and
the consensus forecast from the prior month; otherwise, it is classified as “bold.” I then estimate
a CG regression that interacts the forecast revision with a herding indicator. Table A.14 shows
that CG regressions for forecast revisions classified as “herding” exhibit more positive coefficients,

indicating a greater degree of underreaction.
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Forecast horizon: Short-term (1-2 years)

Dependent variable: y; iyn — Fj [y t+]

—

Rev; i [yj.+n) 0.086* 0.092* 0.085*
(7.04) (10.96) (6.91)
Revgy[yjen] x hherding 0.075% 0.065*
(7.30) (5.87)
Revg 4 [y;ein] X heticky 0.061*  0.017
(4.60)  (1.12)
Revision 0.167* 0.191* 0.190*
(15.59) (14.51) (14.37)
Revision x hlerding 0.023 0.075*
(1.55) (4.08)
Revision x hsticky -0.026  -0.077*
(-1.62) (-3.84)
Fixed effects v v v v v v
Adj. R? 0.004 0.004 0.004 0.012 0.012 0.012

Table 6: Impact of herding and sticky beliefs on underreaction

Notes: This table reports how h'7#"9 and hstk¥ affect underreaction. The first three columns show the results
for instrumented revision, Eq. (22), and the last three columns show the results for original revision, Eq. (23).
hPerding ig 3 dummy that is equal to 1 if the analyst’s report mentions consensus or street estimates, and h5*+y
is a dummy that is equal to 1 if the analyst’s report mentions their previous forecasts. t-statistics are reported
in parentheses, with standard errors being two-way clustered at the analyst-firm and firm-quarter level; * denotes
statistical significance at 1% level.

A natural question arises: Why is the underreaction pronounced in short-term but not long-
term forecasts? One explanation lies in the difference in the number of analysts issuing forecasts
across horizons. Since a larger number of analysts issue short-term than long-term forecasts, the
herding effect may be stronger at shorter horizons.”® Evidence that the number of total forecasts
may influence the extent of herding is provided in Table A.12, which shows that CG coefficients are
more positive when there were more analysts issuing forecasts in the previous month. This suggests

that the number of forecasters is indeed an important determinant of the degree of herding."

6.3 A belief-formation model motivated by textual evidence

In Appendix B.5 I present a stylized model that is motivated by the empirical facts documented

above. Specifically, the model features (1) an additional term in analysts’ objective function

510n average, there are 6.62 analysts issuing 1-year-ahead EPS forecasts for a firm in a given month, compared
to 6.35 for 2-year-ahead forecasts, 3.85 for 3-year, 2.13 for 4-year, and 1.91 for 5-year-ahead forecasts.
528ee also Diebold et al. (2025) for a study of how forecast accuracy depends on the number of forecasters.
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that penalizes their forecasts for being too different from the consensus, and (2) a higher level of
perceived precision for qualitative signals, capturing analysts’ overconfidence in the interpretation
of qualitative signals. The model solution, as stated in Proposition 4, demonstrates that, with
certain parameter restrictions, it can simultaneously account for the more pronounced overreaction
(i.e., more negative TICG coefficients) to qualitative topics relative to quantitative ones, the overall
overreaction in long-term forecasts (negative original CG coefficient), and the overall underreaction
in short-term forecasts (positive original CG coefficient) because there are more analysts issuing

short-term forecasts, making the herding mechanism stronger.

7 Conclusion

In this paper, I study how financial analysts form beliefs by analyzing their words. I apply LLMs
to extract interpretable information from the text of over 1.1 million analyst reports and link
it to analysts’ earnings forecasts. This approach allows me to directly observe and identify the

information on which analysts focus and how they react to this.

I find that analysts’ attention varies across time, firms, and forecast horizons in ways consistent
with top-down attention allocation. I then develop a TICG to uncover over- or underreaction to
specific types of information. I document evidence for the novel finding that analysts tend to
overreact to qualitative, intangible information but not to quantitative, statistical information. I
analyze the language used in the reports to understand these misreactions. I find that overreaction
to qualitative topics is strongly linked to overconfidence, while underreaction in the short term is

primarily driven by herding behavior.

This paper demonstrates that information from unstructured data can provide novel insights
into the behavior of economic agents. Using generative Al, I establish a precedent for combining
textual data with numerical survey responses to study important open questions in behavioral
economics. Sophisticated information-extraction techniques offer a promising avenue for future
research into the belief and decision-making processes of various economic agents. For example,
future research could use the text from earnings-call transcripts to study the beliefs of corporate
managers and mutual fund managers from their written annual reports (Jha et al., 2024), or
to examine narratives in the speeches of FOMC members to understand their monetary policy
decisions (Laarits et al., 2025). Future research could also use insights generated from these
unstructured data to further discipline theories of belief formation, thereby assisting researchers
in navigating the “wilderness” of alternative models of expectation formation (Angeletos et al.,
2021).
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A Data collection and Preprocessing

A.1 Investext

I obtain analyst research reports and the relevant identifying information from Investext, provided
by Mergent Online. Each publication is identified with a unique ID and contains metadata that
includes the title, publisher, authors, companies mentioned (with their tickers), as well as tags
provided by Investext such as subject, report style, and categories. 1 focus on the reports pub-
lished between 01/01/1998 and 09/30,/2023 that satisfy the following filters: Language=English,
Region=North America, Country=United States, Report Style=Equity or Company (Equity)
Reports, and Category=Equity. I then download the PDF (Portable Document Format) of the

analyst research report using the file link associated with each report ID.

A.2 Parsing PDF and preparing content chunks

Optical Character Recognition (OCR) Layout Recognition

“We are lowering our earnings
estimates for Tesla shares today —
and suspect the Street will as well —
after the company’s fourth...”
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Figure A.1: Illustration of the parsing of analyst reports

A PDF file is an unstructured data format that can contain different layouts and forms of data such
as text, pictures, or tables. Because of these versatile features sophisticated parsing techniques

are required to represent the content of a PDF into a workable format.

[ implement a parsing procedure adopted from the Deep Document module in RAGFlow, devel-
oped by InfiniFlow”®. The implementation combines optical character recognition, layout recogni-
tion, and content recognition that distinguishes between textual and tabular content. Specifically,

I first convert each PDF page into an image, and then use a layout recognition model pre-trained

53Further details can be found at https://github.com /infiniflow /ragflow /blob/main/deepdoc/README.md
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using computer vision techniques to identify components on a PDF page. For each component,
another pre-trained model is used to identify if it is textual, that is comprising mainly text, or
tabular. I focus on the textual components and, in the final step, extract the texts from the part

of the image that corresponds to those components. Figure A.1 illustrates the parsing process.

A.3 Matching Investext companies

I match Investext companies with their CUSIP. To match the companies mentioned in the analysts’
research reports, I first remove all reports that contain no references to companies identified
by Investext. I merge the CRSP identity file (stocknames table) and the IBES identity file
(id table) obtained from WRDS to create a ticker-company-name-CUSIP linking table. For the
company identifiers provided by Investext and already in the CUSIP format, I use these directly
as the identifier. If the identifier is in ticker format, I match it with the ticker and obtain the
corresponding CUSIP. If none of the matches succeed, I try to match the company name using the
FuzzyWuzzy package in Python, with a match cutoff of 90. All CUSIPs identified in this process

are retained, as there could be multiple companies mentioned in a single research report.

A.4 Matching Investext contributors and authors

I first match the authors of the research reports with IBES analysts identified by a unique code
that contains their last name and sometimes their first initial (amasked). T download the analyst
code from the detailed recommendation and price target file from IBES, and clean up the last
name by removing the suffix (such as CPA, CFA, Jr). I then clean it using the HumanName
package in Python. I try to match each name that appears as an author of an analyst report in
Investext in a given quarter with analysts that provide announcements, activations or reviews of
recommendations or price targets to IBES in the 12 months before or after the quarter, by selecting
the anndats, actdats, or revdats variable. If there are multiple matches to the last name, I first
check if the company CUSIPs for the report overlaps with the CUSIPs for which the analyst
provided recommendations or price targets for the previous or following 12 months, removing
those matches with no overlapping CUSIPs. For the remaining multiple matches, if multiple
authors are associated with the report, I require all identified amaskcd codes to be associated with

the same brokerage firm (identified by estimid) for the previous and following 12 months.

I then match contributors in Investext to brokerage firms in IBES. I focus on brokerage firms
that, on average, publish more than 10 reports in a quarter. I obtain estimid from the detail
recommendation file from IBES. I first match the abbreviated broker names in estimid to full
broker names (or their subsidiaries) in Investext by resemblance, and check that the analysts asso-
ciated with the brokerage firm in Investext has amaskcd codes that are associated with the same

estimid in the same quarter. For the remaining brokerages that do not have a clear abbreviation
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resemblance, I gather the analyst amaskcd code associated with the brokerage firm and find the
estimid that contains the most overlapping amaskcd codes associated with it. As a sanity check,
I obtain the brokerage firm matching table from Jared Flake, who constructed the matching of
IBES estimid codes with brokerage firms in the Capital 1Q Transcript dataset (Flake, 2023).
I confirm the quality of the match and resolve any discrepancies manually. To match with the
estimator code in the detailed EPS forecast file in IBES, I obtain the linking table from Kelvin
Law and manually check the matching quality of the brokers in Investext (Law, 2023). At the end

of the matching process, I am able to match 115 brokers in the Investext database.

A.5 Preprocessing IBES data

[ process the IBES earnings forecast data following Kelly et al. (2024). I download analyst EPS
forecast from the IBES unadjusted detailed history table in WRDS (ibes.detu_epsus). The
table contains raw EPS forecasts, identifiers for each stock (CUSIP), broker identifiers, analyst
identifiers, forecast announcement dates, and forecast period indicators (FPI), which I use to
identify forecast horizons. I gather annual FY1 to FY5 EPS forecasts, which correspond to FPI
from 1 to 5. Realized EPS values and announcement dates are taken from the IBES unadjusted
detail actuals table (ibes.actu epsus). The actual and forecast tables are merged based on the
CUSIP and forecast period end date (fpedats).

It has been noted in previous literature that EPS forecasts in IBES may differ mechanically from
realizations if stock splits occur between the forecast date and the realization date (e.g. Diether
et al., 2002). Following the literature, I covert all forecasts and realizations to the share basis at the
time of the forecast date. Specifically, I obtain cumulative adjustment factors (CFACSHR) from
CRSP’s daily stock file (crsp_a_stock.dsf). I merge it with IBES table using WRDS’s IBES-
CRSP linking table (wrdsapps_link crsp_ibes.ibcrsphist). I only retain the observations for
which the linkage holds when the forecast is announced. When the IBES forecast announcement
falls outside the trading dates in CRSP, I use the adjustment factor on the closest preceding
trading date in CRSP.

I also retain only stocks with share codes 10 or 11 and with exchange codes 1, 2, or 3. T also
drop the observations for which the forecast’s announcement date (anndats) is after the forecast
period end date (fpedats), and drop the observations for which the implied forecast horizon from

the forecast announcement date and the forecast’s target date align with the FPI.

A.6 Matching reports with IBES records

In the final step, I match IBES records with Investext analyst reports by matching on the
estimator-cusip-anndats combinations. Fach identifies an announcement of a company from

a broker. For each estimator-cusip-anndats combination, [ match it with reports that are pub-
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lished by the identified broker in the period from 1 business day before to 1 business day after the
announcement date that contains the identified CUSIP.

A.6.1 Summary statistics

Table OA.2 reports summary statistics for the matched IBES sample with analyst reports, as
well as for the sample of 115 selected brokers and the full IBES sample. The matched data set
contains more than 1.1 million reports covering 818,780 unique EPS forecast announcements in
IBES, which represents 49.8% of the total announcements made by the 115 brokers and 20.6% of
all IBES announcements made by 1,201 brokers. Each report contains about nine pages. In terms
of analysts’ research activities, each broker has close to 200 reports every quarter that are mapped

to the IBES records, and each firm, on average, gets five reports per quarter.

Figure OA.1 shows how the summary statistics with respect to analyst reports evolve over
time. Panel (a) shows that the total number of reports and the number of stocks covered in the
matched sample steadily increase over time, and Panel (b) shows the analysts’ reports get longer
over time. Both pattern indicates the growing importance of information production by sell-side

analysts in the financial markets.

Table OA.3 reports the summary statistics of realized earnings yield, as well as the sample
mean of analysts’ forecast errors and forecast revisions. The earnings yield in the matched sample
is similar to the full IBES sample. The forecast error in the matched sample is, on average, less
negative than the full sample, and the revisions are, on average, larger, indicating the institutions
in the sample are less prone to optimism bias and incorporate new information in their forecasts

more actively.
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B Proofs and additional theoretical results

B.1 Measurement error in embeddings

The main identification assumption under the text-instrumented Coibion-Gorodnichenko (TICG)
regression (Assumption 2) is that the text embedding related to topic k provides sufficient statisti-
cal support for the information related to component k£ that drives the analyst’s belief revision. In
this section, I discuss what happens, in a theoretical sense, when such an identification assumption

fails. In Appendix B.2 I study S7;c¢ in simulations.

Assumption 2 is that X, = X r and X L e. When such conditions are violated, we can think

of X} containing measurement errors with general covariance structures
Xy = Xy + By, (25)

where E), is the measurement error in X, that can be correlated with X x, with other Ej, for topic
k', and with the non-informational driver of belief revision e. Below I discuss several examples of

such measurement errors.

Noise in textual embeddings. While I use cutting-edge large language models (LLMs) to
embed the text in analyst reports and generate a representation of the information, such embedding
representation may not capture the true meaning of the text. While modern embedding techniques
usually produce high-dimensional embedding vectors, they will not capture all the information in
the text, which is inherently an ultra-high-dimension object. In this case, X} will be different from

X &, even when analysts truthfully and completely describe all the information they observe.

In Eq. (25), noises induced by the LLM’s embedding function can be thought of as introducing
some random FEj. When the noise in the representation is independent of the information content

itself, E} is the classic measurement error and is independent of )Z'k and €.

Misclassification of topics The misclassification of topics will induce a measurement error in
Xj.. If some information tuples of topic k were to be misclassified to be in topic &/, this would
induce nonzero E) and E that are correlated. Specifically, suppose the misclassified information

has embedding representation X;"*¢ then
Xk :)’Zk_Xlzmss’ Xkl I)’Ek/—i—X’TiSS (26)
so that By, = — X" and Ep = X5,

Information selection. Analysts might selectively withhold information related to some topics,

for example, due to constraints on the length of analyst reports. This case can be thought of as
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akin to some informational content in topic k being missed, and the embedding representation of

the missing content will show up as Ej in Eq. (25).

Ex post justification of non-informational beliefs. Analysts might make forecast revisions
driven by non-informational factors, for example institutional reasons, and they ex post justify
their forecasts by describing some information related to certain topics in the reports. Suppose
they chooses to change the text related to topic k. This ex post justification will show up as Ej

and be correlated with e.

I then derive the formula for 8%,,. given the general measurement error, Eq. (25). Denote
X = [X', X2 .- XX] the concatenated X*, E = [E', E2,--- EX] the concatenated E*. The
concatenated X* is, therefore, X = X+ E, and the observed forecast revision is given by Rev[y] =

X' + ¢, where § = [81, 82, - - - Ok].-

Denote Yy := Var(X), Sp := Var(E), xg := Cov(X,E), and Y. := Cov(E, ¢). These are
the covariances responsible for the violation of Assumption 2 when they are nonzero. Given this
general setup, denote A = [A\1, Ao, - - - Ag] the stacked A coefficients in the first stage regression. It
is given by

A= (Ex +35+22xp) (Ex + Zxp)d + Sk (27)

Note that A = 0 only when ¥ = ¥ xg = 0 and Xg. = 0, which corresponds to Assumption 2. De-
note A = diag(\y) and A = diag(dy), the stacked TICG coefficients Brrca = [Brroa: Brrea, - - Brrccl

equal to
Brice = [N(Ex + Zg + Sxp)A] ' A(Sx + Sxp)Ab, (28)

where b = [by, by, - - - b] is the vector of true misreaction parameters.

B.1.1 Identification in the block-independence case

A special case is when X and E are block independent, that is, X* and E* are independent
across k. This is more likely to be satisfied when the signals s, are independent across k, or when
signals are residualized. When such block independence is satisfied, all relevant matrices are block

diagonal, so Eq. (28) decouples and each coefficient is a scalar multiple of by:

N (Ex ke + Xx B kk) Ok
Yx ik + XErk + 25 x5 kk) Mk

6%[06‘ = /\;C ( by, (29)

Notice that the first-stage regressions give

Me = (Sxar +Sear + 28x560)  (Sxak + Sxpir) (0 + Zper)-
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Plugged into Eq. (29), we obtain

N (Ex ke + Ex B kk) Ok b
k-
Yx .k + ExBkk) 0k + N X Eek

ﬁfif‘ma = )\2( (30)

We conclude then that (5. still identifies b, when embeddings and measurement errors are
block independent and that g, = 0. The block independence can be ensured by residualizing
embedding vectors with respect to each other, which is conducted when implementing the TICG
regression (see Appendix B.7.2). After residualization, classic measurement errors and exogenous

selection of information (for example due to page length) within topic can be allowed.

B.1.2 Sign identification

Without any restrictions on X and E, Eq. (28) implies that 85, will be a biased estimate of
b,. However, if we are only interested in the sign of misreaction, that is, we only want to know if
the analyst is over- or underreacting to information related to topic k, then the sign of 8o still

identifies the sign of b, provided that the violation of Assumption 2 is not large.

Specifically, denote
v = (N (Ex + Bp + Sxp)A) A (Z, + Zxp)d;,
where ey, is the k-th standard basis vector, we have
Brrea = Vikb + Vi _ib—k (31)

Assume, without loss of generality, that A has all positive entries, vy, is guaranteed to be positive,

so the condition for 8%;,, to have the same sign as by, is
’Ukk|b]€| > ’U];,_kb—k|- (32)

By Holder’s inequality, a sufficient condition for it is

L. > itk \Ukj\‘

33
max;. | 3;] Vkk (33)

Such condition guarantees the sign identification of 8%;,5. It is more likely to be satisfied when
the cross-topic correlation of the measurement error is small (3, |vx;] is small), the violation of
the exclusion restriction is small (v is large), and when the analyst has a greater misreaction to

topic k (|Bx| is large).
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B.2 Simulation

I investigate the effectiveness of the TICG regression in uncovering belief misreaction using sim-
ulations calibrated to match the empirical setting. I first generate 27 200-dimensional random
vectors according to standard joint-normal distribution WF for k = 1,2,---27, and set the true

embedding representation of the 27 topics as follows:
kg ,
Xz' )= L;VVZJ,

where X7 is the j-th column of X* and W/ = [W W27 ... W?*™] is the vector of the j-th
column of all 27 W vectors. I set L to be the Cholesky decomposition of the correlation matrix,

which I assume to have an equicorrelation structure

7

In this setup, p, captures the correlation of cross-topic information. If p, = 0, all topics contain

uncorrelated information (which is equivalent to uncorrelated s in Eq. (2)).

I simulate analysts’ subjective reactions to information related to topic d; as drawn from the
joint-normal distribution,
1

6~ N0, ——T
k (0’5400 )

[ define analysts’ true belief reaction about topic k as wysF = 52)?2'“ (for simplicity I assume
ur = 0), following the definition of the operational formulation in Definition 1. The observed

belief revision is generated as follows:
29
Rev; = Z 5. XF 4 ¢ (34)
k=1

where I generate ¢; according to ¢; ~ N(0,02). Because the variance of 32" | 81 X* is equal to 1, T

choose 02 = 5 so that the explainable part of the forecast revision is 17%, which aligns empirically

with the total explained variance ratio in the first stage.

For the bias parameter b, I set b = w;/w; — 1 to be either 0.1 or -0.1, which corresponds to
the case of under- and overreaction to the first topic, and the magnitude aligns with the typical
magnitude in the TICG results in Figure 5. I generate the bias parameters by, k = 2,3,---27

using one of the following three schemes.

e Uniform Random: by ~ Uniform(|—0.9,0.9])
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e Same misreaction: b, = by
e Opposite misreaction: by = —b;
The rational belief revision is therefore given by

29
Revjeiont = (1 + by) 5, X7

i
k=1

I generate the empirically observed embedding vector X* using
XF=XF+ EF + pec,

where Ef = L'V7 and where V/ is generated using standard joint-normal distribution V;*/ ~

N(0,0%) and L. is the Cholesky decomposition of the correlation matrix

1 pe DY pe
P I
pe pe o 1

In other words, o2 captures the amount of noise in the embedding vectors and p. captures the
correlation of noise across topics and topic misclassification. p. is the correlation between text
embeddings and the non-informational driver ¢;, and captures analysts’ ex post rationalizations

or strategic communication incentives.

B.2.1 Simulation results

I simulate o, )Aff and XF for i = 1,2,--- N with N = 100,000, which is slightly fewer than
the number of observations in the long-term earnings forecast revisions in the sample. Using the

simulated data, I perform the following second-stage regression:

)

27
‘ ——k
Revrutmnal - RGUZ' — Z ﬁk . Rel}i + U, (35)
k=1

—k —k
where the predicted revision Rev; is constructed in one of the three ways: true revision Rev;, =

8, XF, fitting Rev; on {XF}2" | using OLS, and fitting Rev; on {X¥}27 using the jackknife esti-

true OLS
'y Mk

mator. I simulate 100 draws of data realizations and look at the distributions of 3} , and

BIVE for the first topic, without loss of generality.

Figure OA.13 shows the simulation results with different calibrations. First, Panel (A) shows

the results when Assumption 2 holds, such that there is no measurement error (¢ = 0). I allow
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for correlation between topics by setting p, = 0.4. From the plots in Panel (A), we can see that
the JIVE estimates of the misreaction parameter b; is as good as if the analysts’ true reaction
wys, were known, and that it is an unbiased estimator of b;. This result is robust for different
setups in the misreaction of other topics b;. In contrast, if we use OLS to estimate predicted
revisions in the first stage, the estimated misreaction coefficient will be negatively biased. This is
because, with high-dimensional embedding vector X*’s, OLS estimates are subject to overfitting
on ¢;, which results in a negative bias in the second-stage estimates in the same fashion as the

negative bias in the CG regression.

Panel (B) introduces measurement errors E¥ that are correlated across topics but are uncorre-
lated with ¢;. We can see that [y estimated using JIVE still aligns with the true b; and is almost
as good as knowing analysts’ true reaction function. Such alignment is stronger for negative b,
(overreaction detection). For positive b; (underreaction detection), there is a negative bias asso-
ciated with the JIVE, which suggests that it will likely underestimate the degree of underreaction

to a topic.

In Panel (C), I introduce certain violations of the exclusion restriction by setting p. = 0.0001.
Since p, applies to every column of X¥, the extent of the total violation is meaningful even though
the number 0.0001 seems small. The result shows, however, that the JIVE procedure can still
recover the true misreaction, just as if the analysts’ true reaction were observed, as long as p, is
not large enough. In Panel (D) I increase p. = 0.005, and with this as the extent of violation, the
JIVE estimate becomes severely biased and no longer identifies the true misreaction. However,
a high degree of correlation between € and X* also implies that the explained variance will be
inflated, as shown in Table OA.11. This is somewhat inconsistent with the TICG results in Section
5, where the more negative TICG coefficients relate to the topics that explain less of the variation

in forecast revisions.

In summary, the simulation exercises validate the efficacy of the TICG regression when As-
sumption 2 holds. When this assumption fails, the procedure can accommodate a certain degree

of measurement error, and the correlation of measurement errors across topics is less concerning.

B.3 Error-on-variable regression

Proposition 3 (Regression of forecast error on researcher-constructed variable)

Suppose that the analyst forms their belief according to Eq. (2), and a researcher constructs a
signal x1; based on the information observable to them that aims to capture information about
some latent component k. Assuming that xi, is an unbiased proxy for the true information the
analyst observes, that is, x = sk, + 1m. When the researcher regresses forecast errors on the

custom signal,
Yer1 — Filyep1] = o+ Bevog, + e, (36)
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the coefficient is given by
Bev = b

Ok, s,
+Z k ng? (37)

77 k'#£k 077

2

where g, = Var(sy: — pi—1) and oy s, = Cov(Sps, Skt — fi-1)-

Proof of Proposition 3 The error-on-variable regression has coefficient

000(25:1 (Wi — W) (Skt — fe—1) — €15 Skt + Nkt

Bey =
Var(sg: + ne)
S b (38>
TS L
oz +o; i o+ o
where aiSk = Var(sy — pi) and o5, = Cov(sg, Sp — pig). O

B.4 Proofs for results in main text

Proof of Proposition 1 The baseline CG coefficient follows

Cov(yir1 — Fylyir], Fio1[yer] — Filyes))

foa = Var(Filyen] — Fi-alyea])
_ Cov(yey1 — Eilye1|(Bilyen] — Filyeal), Filyen] — Filyea])
- Var(Filye] — Filye+])
_ Cov(Eylyi+1] — Filyes], Filyea] — Fioalyea])
a Var(Fyyra] — Fro1lye]) (39)
_ COU(ZkK:I(wk — W) (Ske — ) — €, Zszl Wy (S — ) + €)
Var(Xy @x(sne — o) + €)
L X,sW o?
WE,W + 02 WE,W + 02
where X, := Var(sy:— 1) denotes the covariance matrix of the signals, W := [wy, Ws, - - - W] and

b = [by,bg, -+ ,bk]. The third line follows from the fact that Fi[y;1] — Fy_1]ye11] is a function of

Sk.+, which means it is not correlated with the forecast error of rational forecasts, i.e. Cov(yi41 —
Eiyeia], Filye1] — Fi—1lyig1]) = O. O

Proof of Proposition 2 When XF = )?f and XF 1| ¢;, given the formulation

K
Rew[ys1] = Y NXF + e,
k=1



the first-stage regression of Revy[ys41] onto X, = [X}, X2, - - - XX] has coefficients Ay, as a consistent

estimator of A\, which means

K K
Reifya] = S MXE = 30 )

k=1 k=1

. . . K~ . —~ . .
is a consistent estimator of ;| Wk(sk, — f1). Since @ and wy, are not changing with ¢, we can

define ay, := wy, /Wy, which means the rational forecast revision can be written as

K
Et[yt+1] B, 1?Jt+1 Zakwk Skt ,ut)
k=1

and is also a function of X}. Therefore, the second-stage regression for an individual topic k

Errory|y1] = 5§ICG§5;t[yt+1] + Z & XF 4, (40)
k' #k

is equivalent to the “residualized” regression where Error|y:,1] and Eajt are residualized with
respect to all embedding vectors of X} for k&’ # k by the Frisch-Waugh-Lovell (FWL) theorem,

— 1
Erroryyr] " = BircaRev, [yra] + (41)

where * denotes the residualized quantity. Notice that

— 1
Cov(yiyy — Eyrn] ™ Revelyea] ™) = Cov(yiyy — Eilyen]™ + (Eelyera]™ — Filye] ™), Rev, [yer1))
= Cov(Eilyen]* — Filyen]* Revj— [Ye]),

(42)
since E&)t[ytﬂ] is a function of { X} | and thus uncorrelated with the forecast error of rational

beliefs. Using the assumption that E;_q[yi11] = Fi—1[y1+1], we have

— 1
COU(Et [%HH - F [ytJrl]L? Rev, [y])
— 1
Var(Rev, [yi41])

5TICG =

— 1

—1
- COU(Et[ytH]L - Etfl[ytJrl]L — Rev, [yt+1] — €, Rev, [Z/t+1]
= — 1
Var(Rev, [yii1]) (43)
Cov(arWy (s — ) — Wi(Ske — ) — €1, Wr( Sk — 1))
Var(wy(ske — )

73



where the third equality follows from the assumption that @y (s — p) = N, X} for all k, and the
fourth equality follows from the assumption that X; L ¢ n

B.5 A belief formation model motivated by textual evidence

Given the set of empirical findings regarding potential behavioral mechanisms, I propose a stylized
model of belief formation that seeks to jointly explain these observations. The model builds on the
general framework introduced in Section 2 and provides microfoundations for two key empirical
patterns: (1) analysts exhibit greater overconfidence when interpreting qualitative information,

and (2) analysts have a tendency to herd in their forecasts.

In the model, there are N analysts indexed by ¢, each receiving a set of noisy signal s, for

k =1 to K about the firm’s future earnings y;.1, that is,
Skt = Y1 + Vikes  Uke ~ N(0,771). (44)

For simplicity, I assume that all signals have the same precision. Before receiving signals at time
t, each analyst is endowed with the common and correct prior belief about g;,1, which I assume

to be normal:
Y| Frm1 ~ N (-1, 1) (45)

The first deviation from rationality is that the analyst is more overconfident when interpret-
ing qualitative than quantitative information. I denote the analyst’s subjective estimate of the

precision of signal k by 7, and assume that
T > 71 for k € Kyyar; T =1 for k € Kyuant- (46)

This means that analysts overestimate the precision of qualitative signals, while their perception of
the precision of quantitative signals is accurate. This is supported by the finding that when analysts
face more qualitative information, they exhibit greater overconfidence and use more assertive

language (Table 4).

The second deviation from rationality is the analysts’ tendency to herd. Specifically, the
analyst’s objective function includes the expected squared forecast error and a penalty term for
deviating from the consensus forecast. This formulation captures the herding behavior. In other

words, analyst i chooses a forecast y that minimizes
min Foal( = )™ 71 = U)"[{Sikt b ra]- (47)

Here, j = % > ;Ui denotes the consensus forecast, and v > 0 captures the strength of the herding
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tendency. This herding behavior may arise from reputational or career concerns, in which case ~
reflects the magnitude of such incentives. Alternatively, herding may result from a misperception
that the consensus is highly informative. In this interpretation, + represents the excess weight

that the analyst places on the consensus forecast relative to their private information.

The next proposition characterizes the original CG and text-instrumented CG-regression co-
efficients when there are a total of N forecasters issuing forecasts.
Proposition 4 (A belief-formation model supported by textual evidence)
Suppose there are a total of N analysts forecasting the firm earnings, and each has subjective
precision given in Eq. (46), with their objective function given in Eq. (47) and the rational weight

wy and subjective weight k given by

Tk

T o~ Tk +T0
Wy, = P W = — . 48
T+ To (1+’}/)— ?k_lf_TO(’}/Tk—i‘%To) ( )

For certain parameter values of T, for small N, the text-instrumented CG regression finds Bk,oq <

0 for k € Kgyai- The original Bog is negative for small N but positive for large N.

Proof of Proposition 4 The rational updating weight w;, follows directly from Bayesian up-
dating. To derive the subjective weight wy, notice that the first-order condition of an analyst’s

objective function implies

A _
T—_— AN Ny 4
) 1+ \ z,t[yt-f—l] + 1+ A\ Zﬂf[y]a ( 9)

where F;; denotes analyst ¢’s subjective expectation. Given subjective precision 7}, their subjective

forecast for y is
K

Fidyl = pey + ng<5i,k,t — Hi-1); (50)
k=1
Tk
Tk+T0
tion, their forecast of analyst j’s forecast is

where g, = . Now, solving for ¥ is effectively solving for a fixed point, and given #’s informa-

K
F4[yj] = pe—1 + Z W5 (S0t — p—1]

k=1
K
= Ui—1 + Z W, (E,t[yt+1 — f—1] + th[uzkt]) (51)
k=1
K
= -1+ Z WG (it — h—1)-
k=1
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Further, we have their forecast of the consensus as

K
~ 1
= g1 + zk: (wkgk(si,k,t — fi—1) + NFZ[UZM]) (52)
K 1
= fht—1 + ;@k (gk + N(l - gk)) (Si,k,t - ,utfl)-

Combining equations and match coefficients, we know wy, is given by

1 A 1
Wy = w —(1— . 53
W = 7okt 1+)\wk(gk + (L= gk)) (53)
Solving for wy gives the desired expression. O]

B.6 Top-down attention allocation

In this section, I provide a rational benchmark for attention choice. The model is similar to the
one in Section 2.1, but now the firm’s future earnings are driven by K structural components

ek,t-i-la
Yey1 = Orpp1 + 0201 + - O pq1- (54)

These structural components represent factors that matter for the firm’s future earnings.One way
to interpret these components is to recognize that, when the analyst makes a forecast about the
firm’s earnings, they do not treat these as a single variable. Instead, they first build a financial
model to make projections about components of the income statement, and then aggregate these.
In the analyst’s financial model, the firm’s earnings (net income) can thus be (roughly) represented
as Earnings = Revenue — COGS — Operating Expense — Interest Expense — - - - | which resembles

the formulation in Eq. (54).

The analyst observes a set of K signals, each with respect to one structural component,
Skt = Oppt1 + Uks; Ut ~ N(0, %)

I assume now that the analyst has rational expectations, Fi[-] = E[-] and makes a one-time
attention-allocation choice in the initial period ¢ = 0 to choose the precision 7, in order to
maximize their rationally expected lifetime utility, which is the discounted squared error minus
an attention cost,

min Bo[(yi41 — Eelyi])’] + C(7), (55)

where C'(7) denotes the cost of acquiring greater signal precision, which I assume is positive,
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increasing in all 75, and convex. I define the relative attention as

Tk

- 25:1 Tk

and it can be mapped to the computation of topic weights in (12). The following proposition

my -

characterizes the analyst’s rational attention choice.
Proposition 5 (Optimal attention allocation for a rational analyst)
Assuming all components are independent, i.e. O ~ N(ug, Var(0y)). The optimal precision T} is

characterized by
1 _0C(T)
Var(0y) "t +7;  orp

(56)
Furthermore, the optimal attention is increasing in the importance of a structural component

omj,
—F >0 57
OV ar(0y) (57)

Intuitively, the effect of higher levels of attention increases the precision of signals about com-
ponent k, and the rational agent will make a more accurate forecast if the analyst pays more

attention to the component that matters more for future earnings.

Proof of Proposition 5 Because the prior and the signal noises are independent Gaussian,
the posterior variance of each component is Var(6x|s;) = (Var(0y) + 7.)"!, and the MSE of the
forecast is «
Elly— EW)’ =) (Var(0) ™" +m) " (58)
k=1

Taking the first-order condition, we have the optimal precision 7}/ given by

1 _0C(T)
Var(0) ' +1 o

(59)

To study the relationship between optimal relative attention and component importance, notice

that
T 1

my, = — = — —. (60)
ST 1+ Tk ! Zk’;ﬁk T
Since 75, does not depend on Var(6y) for k' # k, it is equivalent to prove % > (0. By the
implicit function theorem, we have
oy OF oF
k= (61)

WVar(6y)  OVar(6y) o7’
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where F = %60 _ ! 5. We have

oT (Var(0r)~t+7x)
oF  9°C
= ET) 2(Var(0y) +15)™* >0
or} or} (62)
oF 2
——=————(Var(0 T3 <0
OVar(6y,) Var(ek)Q( ar(6k) + ) ’
where the first inequality follows from the convexity assumption of C(-). Therefore, WZLT(’“M
0. O

B.7 Details of TICG regression estimation
B.7.1 Dealing with high-dimensional embedding vectors

In the real data, for analyst ¢ issuing forecast for firm j at time ¢ for h horizon, I estimate the

two-stage regression for each topic k with embedding vector X +;+ using the following specification

Rev”[yj t+h] = )‘k th Z )\//Xlk]t + +7]j + Ny +Ui,j,t
k' #k

Erroriy[y;esn] = Biroc - Bevigl0in] + Y & X 5+ mi+m +m+ e
o

(63)

where E&m[emh] )\ X k]t and n;, n;, n; denote analyst-, firm-, and time- (quarter-) fixed effects.

Given a potentially high-dimensional embedding vector X* for topic k, the estimation environ-
ment mimics the one in a “many-IV” setting. One issue is that when the number of instruments
goes large relative to the sample size, the first-stage estimates fits on the noise in the endogenous
variable (e in Rev[y;]), therefore threatens the identification assumption. The typical solution is
use the JIVE or split-sample (SSIV) rather than the least-squares estimator in the first stage to
prevent overfitting on noise (e.g. Angrist and Krueger, 1995; Angrist et al., 1999). In this paper,
I use the jackknife estimator in the first stage, where I estimate observation i’s predicted revision

using observations excluding ¢ as follows:
Rev; = (i) XE 0 Al = (X_/X_,) " XL/, (64)

where K(z) [)\1( ), /\2( ), - :\\K(Z)] and X _; is the concatenated embedding matrix for observa-
tions other than i, X _; = [X!, X2, ... XK].

B.7.2 Pre-test of instrument strength and inference

When there is substantial noise or imperfection in the embedding vectors, the inference might suffer

from the weak-instrument problem. To assess the instrument strength, I compute the F-statistic
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proposed in Mikusheva and Sun (2022) as a pre-test for weak identification in the many-instrument

setting. The statistic is computed as follows:

ﬁ: ZZPUS S, (65)

zl];éz

where P is the projection matrix P = X(X'X) 'X’ of the concatenated embedding matrices, M =
I—-P, Y= == > i #Z%SiMiSSijS and D is the dimensionality of the embedding
vectors. Mikusheva and Sun (2022) propose cutoffs of 4.14 for an asymptotic size of 15% and 9.98
for an asymptotic size of 5% if the JIVE-Wald test is used. I compute this F-stat for each individual
topic k and find that the F statistics are comfortably higher than these cutoffs, and, I thus proceed
with the JIVE-Wald inference test. The JIVE-Wald test is constructed by estimating the cross-fit
estimator of the JIVE variance derived in Chao et al. (2012) and analyzed in Mikusheva and Sun
(2022), namely

al Ai MiA al I ~ ~
SO PX) TS+ 303 P (Misen) (M;S¢;)

‘7: i=1 j#i i=1 j#i (66)

2

~ Pz
= 3 3 ] 2 = — v
where €; is the residual in the second stage and Fj = 5~ TESTER
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C Additional results on topic-weight variation

Cross-sectional variation. [ also find substantial cross-sectional variation in topic weights
across firms. Figure OA.6 presents the total R? from fixed-effect regressions with time-, industry-,
and stock-fixed effects. On average, time and industry effects explain only 26% of the variation in
topic weights, while including stock-fixed effects raises the R? to 42%. This indicates that there is

considerable within-industry heterogeneity in the information on which analysts choose to focus.

Second, I examine how information focus varies with firm characteristics. Figure OA.7 reports
the regression coefficients of mjt for each topic k on the firm’s book-to-market and debt-to-market
ratios. I find that firms with higher book-to-market ratios are more likely to be associated with
discussions of cost, debt, cash, the macroeconomy, and risk, and less likely to be linked with
discussions of M&A, business strategies, R&D, and product-related topics. The greater focus on
topics related to intangibles for growth firms, coupled with a relatively muted focus on profitability,
suggests that their high valuations are primarily supported by forward-looking growth narratives

rather than past earnings performance.

Forecast horizons. The literature documents that analysts exhibit different behavioral patterns
when forecasting short-versus long-term targets (e.g. Bouchaud et al., 2019; Van Binsbergen et al.,
2023; De Silva and Thesmar, 2024; Bordalo et al., 2024c¢). This naturally raises the question: Do

analysts focus on different types of information when forming forecasts at different horizons?

Figure OA.8 shows the differences in topic weights when analysts issue long-term (more than
three years) versus short-term (one to two years) EPS forecasts. I find that, when making long-term
forecasts, analysts focus significantly more on a firm’s R&D information. They also place greater
emphasis on legal, industry-landscape, product-development, and M&A topics. In contrast, when
forecasting short-term EPS, analysts devote greater attention to profitability, cost, and financial
conditions such as cash, debt, and asset management. Overall, these findings suggest that analysts
focus on different types of information depending on the forecast horizon, and that these differences

are consistent with the relevance of different value drivers at different horizons.

Upward versus downward revision. Figure OA.9 shows the differences in topic weights when
analysts revise up or revise down their forecasts. I find that when analysts revise their forecasts up-
ward, they mainly focus on profitability information. In contrast, when they revise their forecasts
downward, they pay more attention to a firm’s intangible information, such as R&D, corporate
leadership, and customer demand, as well as information related to financial conditions, including

debt, cash, and funding. These differences are more pronounced for longer-term forecasts.
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Cross-analyst variation. Finally, I explore the variation in attention across analysts. Figure
OA.10 shows the total R? from fixed-effect regressions including time-, stock-, and analyst-fixed
effects. I find that within-firm attention variation is low: on average, time-stock-fixed effects
explain about half of the variation in topic weights, while adding analyst-fixed effects increases

the total R? by only 3%. This suggests that analyst-specific attention choices are limited.

Topic concentration and processing capacity constraint. I find that analyst-level at-
tributes, such as experience and stock coverage, help explain topic concentration, measured by
the Herfindahl-Hirschman Index (HHI) of the 28 topic weights. Table OA.4 reports regressions of
topic HHI on analyst experience and coverage. The results show that analysts with more experi-
ence (measured by longer tenure in EPS forecasting) tend to have more evenly distributed topic
weights, whereas those covering more stocks exhibit higher topic concentration. These patterns
suggest the presence of a constraint on processing capacity: as an analyst covers more stocks,
it becomes more challenging to keep track of all relevant topics, leading to a more concentrated
focus. In contrast, experienced analysts appear less constrained and are better able to analyze a

broader range of topics in greater detail.

D Evidence of top-down attention allocation.

The results so far demonstrate that there is significant variation in topic weights across analyst
reports. This provides a useful setting to examine the attention choices made by analysts. In this
section, I present evidence that the observed variation in topic weights is qualitatively consistent
with the predictions of the rational inattention model described in Section B.6.

The key prediction of the rational inattention model is that analysts pay more attention to
omk

topics with greater predictive power for future earnings, that is, Naron) 0. I implement this
idea by estimating the following regression:
Ayjirn = 25, + BoZf, x 1{High Attn};; + € p4n, (67)

where Ay, ,4p, is the h-year growth in firm j’s earnings, Zjlft is an observable that captures the
current realization of component k (serving as a proxy for ), and 1High Attn is an indicator
for firm-quarter observations in which analysts devote above-median attention to topic k. The
magnitude and significance of 35 thus provide a measure of how the predictive power of component

k for future earnings growth differs between high- and low-attention subsamples.

Attention to the macroeconomy. I first study the variation in analysts’ attention to the
macroeconomy using the change in log industrial production as a measure of the current macroe-

conomic state. The results in Table OA.5 show that when analysts devote greater attention to
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macroeconomic topics in their reports, changes in log industrial production in the current quarter
more strongly predict future one-year EPS growth at the firm level. This difference in predictabil-
ity is both statistically and economically significant: the predictive coefficients more than double
in the high-macro-attention subsample. These results suggest a top-down allocation of attention
consistent with the predictions of a rational inattention model-—analysts actively pay more at-
tention to macroeconomic topics when firms’ future earnings become more sensitive to current

macroeconomic conditions.

Attention to firm-level features. 1 also explore whether firm-level characteristics exhibit
differential predictability of future earnings growth when analysts shift their weighting of topics.
Since it is difficult to identify a numerical variable for many intangible topics, such as legal,
M&A, or marketing, I focus on topics where the underlying conditions can be better proxied by
accounting-based stock characteristics. In particular, I examine the profitability, cash, debt, and
R&D topics, and use a broad set of stock-level characteristics constructed by Jensen et al. (2023)
to proxy for the unobserved fundamental state () of these. Specifically, the proxies include 87
characteristics for profitability, 53 for debt, 38 for cash, and 3 for R&D.**

Table OA.6 reports the results of earnings predictability conditional on analysts’ attention
levels. In this table, I predict future 1-year or 5-year earnings using a “composite” characteristic
for each topic, constructed as the average across all individual characteristics associated with that
topic. In Panel(A), I find that when analysts increase their discussion of debt in their reports,
realized debt-related stock characteristics (such as debt-to-market ratio and debt issuance) predict
future 1-year and 5-year EPS growth more strongly, as evidenced by significantly larger predictive
coefficients in the high-attention subsample. Similarly, Panels (B) and (C) show that when analysts
increase their discussions of the cash or R&D topics, realized cash-related characteristics (such as
cash-to-market) and R&D-related characteristics (such as R&D expenditure-to-market) become
more predictive of future 5-year EPS growth. The stronger predictive power of R&D characteristics
for 5-year rather than 1-year EPS growth, together with the earlier finding that analysts devote
more attention to the R&D topic when making long-term forecasts (Figure OA.8), further suggests
that analysts are purposefully changing their topic weights to focus on the more important aspects

of a firm’s fundamentals.

As a robustness check, I run the prediction regression, Eq. (67), using individual stock charac-
teristics. Figure OA.11 presents the histograms of the individual predictive coefficients. Consistent
with the results from the “composite” regression, I find that when analysts increase their atten-
tion to the cash and debt topics, the distribution of predictive coefficients from individual stock
characteristics shifts to the left, indicating that cash and debt information becomes more relevant

for forecasting future earnings.

54Gee Table OA.14 for the list of characteristics used in the analysis.
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However, for the profitability topic, I find the opposite effect: when analysts talk more about
profitability in their reports, the realized profitability characteristics actually have lower predictive
power for future earnings growth. This suggests that, in addition to top-down attention allocation,

analysts’ topic discussions are influenced by other forces.

In summary, I demonstrate that there is significant variation in the topic weights in analyst
reports, and this is broadly consistent with rational allocation of inattention. However, a defini-
tive test of rational inattention models, such as the one in Section D, requires knowledge of the
true data-generating process as well as the cognitive costs faced by the agent, which remains a
challenging task. Moreover, there is some evidence suggesting that topic allocations may also be

influenced by other non-rational forces yet to be explored.

E Variables for institutional incentives

I compute the following variables that are related to institutional distortions in the sell-side analyst

industry identified in the literature.

Issuance affiliation. Following prior work (e.g. Lin and McNichols, 1998; Michaely and Wom-
ack, 1999; Malmendier and Shanthikumar, 2014), I define analysts to be affiliated with a public
firm through issuance if their brokerage was the lead or co-underwriter of an initial public offering
of the firm on which the analyst is reporting during the past five years, or of a seasoned equity

offering of the firm during the past two years, using the SDC New Issues database.

M&A affiliation. Similar to the issuance affiliation, I define analysts as affiliated with a public
firm through issuance if their brokerage participates in an M&A deal involving the public firm in

the past 5 years. I include both advisors for the acquirer and the target.

Investment-banking pressure. Following Ljungqvist et al. (2006), Ljungqvist et al. (2007)
and Malmendier and Shanthikumar (2014), I calculate investment-banking pressure of analysts
in brokerage firm j covering public firm k in year ¢ as follows: I use SDC New Issues data and
determine whether k extended an underwriting mandate to broker j. I then accumulate the
principal amounts from the deals that broker j managed for company k in the preceding five years

and divide that by the total file amount of k’s deals during the same period.

Broker reputation capital. Following Ljungqvist et al. (2006), Ljungqvist et al. (2007) and
Malmendier and Shanthikumar (2014) I compute a broker’s reputational capital as the underwriter
quality (the broker’s share in the IPO market) to a broader set of securities. I use the SDC New

Issues data to calculate a broker’s market share as the amount of equity it raised as the lead
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underwriter for its clients in the preceding calendar year divided by the total equity raised by
all issuers in that year. In the case of more than one lead underwriter, we assign one nth of the

amount raised to each of the n underwriters.

Broker loyalty index. Following Ljungqvist et al. (2006), Ljungqvist et al. (2007) and Mal-
mendier and Shanthikumar (2014), I compute the broker loyalty index for broker j in year t as
the ratio of the number of firms that used broker j both in their penultimate and in their most

recent deals to the number of firms that used broker j in their penultimate deal.

Institutional ownership ratio. [ compute a stock’s institutional ownership ratio as the fraction
of shares outstanding owned by institutional investors as recorded in the 13F SEC filings in each

quarter.

Brokerage size. Brokerage size is the number of analysts employed by the brokerage in a given

year.
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F Additional Figures
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Figure A.2: Aggregate topic weight and fraction of qualitative information

Notes: The top panel shows the full-sample average topic weight, defined as the share of all Nouns that are
classified as belonging to each topic. The bottom panel shows the fraction of information tuples that are classified
as “qualitative” in the full sample.
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Figure A.4: First-stage F-statistics of individual topics in TICG regression

Notes: This figure reports the first-stage F-statistics for each individual topic following Mikusheva and Sun (2022).
For each topic k, I estimate the first-stage regression

Rev; ¢[yjt+n] = A;Xﬁj’t + Z N ,Xﬁ;’t +ni 0y 0+ ug e
k' #k
where sz,j,t denotes the topic-level text embedding for topic k£ in report written by analyst ¢ at time ¢ covering
firm j, and n;,n;, 7 denote analyst-, firm-, and time (quarter)-fixed effects. The exact formula for Mikusheva and
Sun (2022) adjusted F-statistics is given in Appendix B.7.2. The dashed line represents the weak many instrument
threshold (4.14) proposed in Mikusheva and Sun (2022).
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Figure A.5: Variance decomposition of forecast errors into different topics

Notes: This figure reports the variance decomposition of forecast errors using embedding vectors of different topics.
Specifically, I estimate

27
Error; t[yji+n] = ZE;CXik,j,t +ni 0+t €
k=1

where X{ijt denotes the topic-level text embedding for topic k£ in report written by analyst ¢ at time t covering

firm j, and n;,n;,n; denote analyst-, firm-, and time (quarter)-fixed effects. The variance contribution is then

Cov(&, X} ;. Erroriily;,e+n])
Var(Errors «[yj,t+n))

95% confidence intervals, with standard errors two-way clustered at the analyst-firm and firm-quarter levels.

for topic k by regressing E,;X{fj,t onto Error; [y, ++n]. Error bars represent

computed as
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Figure A.6: Correlation matrix of topic-level revisions

Notes: This figure shows the correlation matrix of topic-level revisions. For each topic, I estimate
Rev; ¢[yj,e41n] = /\;CXik,j,t mal /e o (P o/ T A TR

where X{’fjﬂ5 denotes the topic-level text embedding for topic k£ in report written by analyst ¢ at time t covering
firm j, and 7;,n;,7; denotes analyst-, firm-, and time (quarter)-fixed effects. The correlation matrix denotes the
correlation of )\}CXi’fj’t’s. Predictions are computed using jackknife estimator.
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Figure A.7: TICG coefficients: Robustness to embedding dimensions

Notes: This figure shows the TICG-regression coefficient estimates of each topic using different number of top
principal components of embedding vectors. See the note to Figure 5 for additional details.
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Figure A.8: Topic weight-interacted CG-regression coefficients

Notes: This figure shows the topic weight-interacted CG-regression coeflicient estimates for each topic.

k
Uit — Fialyjeen] =Y B x mi;, X Revi o[y evn] + €51,
k

where m’c ij¢ 1s the weight of topic k in reports from analyst ¢ covering stock j at time t as defined in Eq. 12.
Standard errors are clustered at analyst-firm and firm-time (quarter) levels. Analyst-, firm- and time-fixed effects
are included. Gray error bars indicate 95% confidence intervals. The blue bars indicate the t-statistics (right axis)
and the dashed lines indicate the 5% significance level.
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Figure A.9: Topic weight-interacted CG coefficients versus fraction of qualitative information tuples

Notes: The scatter plots show the relationship between attention-interacted CG regression coefficients and the
share of qualitative information tuples in a topic.
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Figure A.10: TICG regression interacted with topic-level fraction of qualitative information tuples

Notes: This plot shows the 5Z“al in the second stage of the TICG regression for different topics,

. ——
Yitrn = Filiarn] =Y BeRev [yjuen]l + Y BI“ Rev, y[yja+n] x Qual_Frack; , + € .,
; %

K
where Revi,t[yj,t+h] is the same predicted long-term forecast revisions with respect to topic k£ information that goes
into the baseline TICG regression in Section 5. Error bars show the 90% confidence intervals.

92



0.6 1
B Var(rtangible)

mm Var( rintangibie )

Low Qual Frac Bin 2 Bin 3 Bin 4 High Qual Frac

Figure A.11: Variance of tangible and intangible returns with information qualitativeness

Notes: This plot shows how variances in tangible and intangible returns relate to the information qualitativeness in
analyst reports. I compute tangible returns as the book return (changes in log book equity) from year ¢ — 1 to year

t, r;i"gible = log(BEj ) — log(BE;—1). The intangible return is computed as the residual in the cross-sectional

regression 7;; = Yo + 71 log(BE_ME; ;1) + Vgrfi"gwle + v, and rﬂmnmble = Uj. I then compute the variance
tangbil intangbile : . .
of 729" and r¥"*"9°""° in five groups of stock-year observations based on the stock’s Qual_Frac in that year.

Jit Jit
Variances are computed after controlling for stock- and year-fixed effects.
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Figure A.12: TICG coefficients versus share of qualitative-information tuples: Before and after 2016

Notes: Panel (A) shows the average fraction of qualitative information tuples in analysts’ reports over time. Panel
(B) reproduces Figure 6 but uses samples before and after 2016.
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Figure A.14: TICG coefficients versus fraction of qualitative information tuples: Brokerage features

Notes: The scatter plots show the relationship between TICG-regression coefficients and the share of qualitative
information tuples in a topic, in subsamples split based on institutional-incentive variables computed in Appendix
E.
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Figure A.15: TICG coefficients versus fraction of qualitative information tuples: Analyst features

Notes: The scatter plots show the relationship between attention-interacted CG-regression coefficients and the
fraction of qualitative information tuples in a topic. Tenure is the number of quarters between time t and the first
time analyst ¢ issues an EPS forecast. Analyst Stock Ezperience is the number of quarters between time ¢ and the

first tim

e analyst ¢ issues an EPS forecast for firm j.
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Figure A.16: Earnings growth predictive R? versus share of qualitative information Tuples

Notes: This plot reports the total R? in predictive regression Ayjith = ﬂ,’ch}ft + €;,t+n against the fraction of
qualitative tuples in topic k, where Ay; ;15 denotes the h-year EPS growth defined as (EPS;n — EPS;+)/P;+
and P;; is the price of stock j (in the most recent month before revision). X j’ft denotes the average embedding
vector of information tuple related to topic k for stock j at time ¢, taken as the average across analyst reports
published in that quarter.
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G Additional Tables

Dependent variable: y;¢vn — Fi[Y)e+n)

Short-term (1-2 years) Long-term (> 3 years)
Text Instrumented 0.290* 0.271* -0.145* -0.168*
(39.41) (12.33)  (-6.34) (-2.66)
Residual 0.107* 0.101* -0.147*  -0.152*
(9.94)  (9.60) (-5.48)  (-5.47)

Fixed effects Ve v ve v v e
Num Obs. 793462 793462 793462 176285 176285 176285

Table A.1: Forecast error predictability from text-instrumented and residual revisions

Notes: This table reports forecast error predictability from text-instrumented revisions and its residuals. The
text-instrumented revision is estimated from

27
Rew; 4[y;,14n] = Z )\ZXik,j,t +n+n;+mt €
k=1

— —/
and computed as Rev; ¢[y;1+n] = Zi; AL X{ijt, while the residual is ¢; ;. Jackknife (leave-one-out) estimator is
used for estimating the text-instrumented revisions. Analyst-, firm-, and time (quarter)-fixed effects are controlled
for. t-statistics are reported in parentheses. * denotes statistical significance at 1% level.

Forecast horizon: Long-term (> 3 Years)

Dependent variable: y;1n — F¢[Yj1+n)

Revty" [y een] -0.308* -0.308% -0.135* -0.135% -0.192* -0.192%
(-3.41) (-3.41)  (-2.41) (-2.41)  (-2.75) (-2.73)
Revyy ™ [yjaen] 0.019  0.019 0.006  0.006 0.078  0.075
(0.23)  (0.23) (0.09)  (0.09) (0.90)  (0.87)
Fixed effects v v v v v v v v v
Control: Lagged Forecast v v v v v v
Control: Past Returns v v v v v v
Adj. R? 0.007  0.001  0.007 0.004 0004 0004 0.008 0.008 0.008
Num obs. 176285 176285 176285 151185 151185 151185 151185 151185 151185

Table A.2: Impact of qualitative information on overreaction: controlling for lagged forecasts and past

returns

Notes: This table reports the results of forecast-error prediction regression, Egs. (18) and (19) for long-term fore-

casts. The instrumented forecast revision Ea}i,t[yj,t+h] is defined in Eq. (15), and Ea}jj:al (Y, t+n] (Ee\vgzant [V, t+n])
are instrumented forecast revisions using qualitative (quantitative) topics defined in Eq. (17). Analyst-, firm-, and
quarter-fixed effects are included. Past 1-, 3-, and 5-year returns are used as past return controls. Standard errors
are two-way clustered at the analyst-firm and firm-quarter levels, t-statistics are reported in parentheses, and *

denote statistical significance at the 1% levels.
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Dependent variable: Future stock returns

Tjt+1 Tjt+2 Tjt+3
Revy[y; 7] 0.016 0.020 0014 0005 0.005 0007 0012 0.010 0.006
(0.66) (0.63)  (0.43) (0.19) (0.16) (0.13) (0.78) (0.52) (0.31)
Revily; 1) -0.038%* 0.007 -0.002
(-2.19) (0.16) (-0.05)
Reor [y, 7] 20.080%* -0.062* -0.045*
(-2.11) (-1.81) (-1.78)
Rev"" [y;.11] -0.006 0.033 0.019
(-0.38) (0.97) (0.70)
Additional Return Predictors v v v v v v v v v
Avg. R? 0.008 0014 0018 0012 0018 0023 0007 0012 0.018
Nobs 11406 11406 11406 11405 11405 11405 11348 11348 11348

Table A.3: Fama-MacBeth regression of future stock returns on forecast revisions

Notes: This table reports results of the Fama-MacBeth regression of future 1- to 3-year stock return on long-term
forecast revisions in (20), controlling for known stock return predictors including market capitalization, book-
to-market ratio, past 12-month return, asset growth, and gross profitability growth. t-statistics are reported in
parentheses with Driscoll-Kraay standard errors using optimal bandwidth and * and ** denote statistical signifi-

cance at 10% and 5% level.

Dependent variable: r;,

Revfy;rr]  0.330% 0.302% 0.302*
(6.54)  (6.20) (6.18)
Rev[y;.o7) 0.224%
(8.87)
Reor [y, 1] 0.197*
(7.07)
Revr" " [y; 7] 0.098*
(3.13)
Avg. R 0.024 0.030 0.031
Nobs 16831 16831 16831

Table A.4: Panel regression of contemporaneous stock returns on forecast revisions

Notes: This table reports results of the panel regression of contemporaneous annual stock return on long-term

forecast revisions.

——qual
Titstrh = Bi1Revi[y; pr] + BaRev, |

All original and text-instrumented forecast revisions are scaled to have the same variance. t-statistics are reported
in parentheses with Driscoll-Kraay standard errors using optimal bandwidth and * denote statistical significance

at 1% level.
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—— quant

yj,LT] + B3 Rev,

[Yj.LT] + €)1



Qualitative Quantitative Numerical

Sharpe ratio 0.854 0.122 -0.059
Qualitative o 0.720%* 0.719%*
(4.07) (3.76)
Qualitative (3 -0.085 0.157*
(-1.09) (2.61)
CAPM FF5F + MOM SY HXZ DHS
0.702%* 0.544%* 0.691%* 0.685%* 0.630%*
(3.74) (2.77) (350)  (3.66)  (2.83)

Table A.5: Summary statistics of long-short portfolios

Notes: This table reports the summary statistics of long-short quintile portfolios based on long-term forecast
revisions in response to qualitative information, quantitative information, and raw IBES numerical forecasts. The
top panel shows the out-of-sample Sharpe ratios of the three portfolios, as well as the monthly alphas and betas
from the qualitative-revision portfolio. The bottom panel shows the monthly alphas of the portfolio based on
EE;;’ el lyj,7] on various factor models, including CAPM, Fama-French 5-factor models plus Momentum (FF5F +
MOM), the Stambaugh-Yuan mispricing model (Stambaugh and Yuan, 2017), the g-factor model (Hou et al., 2015),
and the 3-factor behavioral asset pricing model in (Daniel et al., 2020). t-statistics are reported in parentheses,
with standard errors computed using Newey-West with 12 lags. * denotes statistical significance at 1% level.

TtFIN ’/’fEAD

a 0.053*  0.031  0.035% 0.041*
(2.70)  (1.51)  (2.14)  (2.36)
Pkt 0.275% -0.260% -0.131%  -0.135%

(-5.55)  (-5.52) (-3.01) (-3.20)
raual 0.239% -0.058

(2.32) (-1.22)

R? 0.166 0.231 0.072 0.079
Nobs 180 180 180 180

Table A.6: Spanning behavioral factors in Daniel et al. (2020)

Notes: This table reports the spanning regression results of the long-term behavioral factor 77" and the short-term

— qual
behavioral factor r’FAP using the long-short quintile portfolio based on Revgua [yj, L] t-statistics are reported
in parentheses, with standard errors computed using Newey-West with 12 lags. * denotes statistical significance at

1% level.
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Forecast horizon: Long-term (> 3 years)

Dependent variable: y;11n — F; ¢[Yj.e4n)

——qual

Rev,; [yjern]  -0.111%F -0.119%**
(-6.55) (-6.87)
Reviy " [y esn] 0.039* 0.055%*
(2.33) (3.24)
Fixed effects v v v
Adj. R? 0.002 0.000 0.002
Num obs. 176285 176285 176285

Table A.7: Impact of qualitative information on overreaction: Alternative construction

qual —— quant

Notes: This table reports the results of Eq. (19) using alternative definitions of ﬁ&)m [Yj.t+n] and Rev, ;  [yj 14n)]
as

K
——qual —
R@’UZ t [yj,tﬂLh] = Z Revi,t[yj,t+h] X Qual FTG,CZ it
——quant
Rev;;  [Yj+n] Z Rev; i[yji+n)" x (1 — Qual_Frack )

k=1
Analyst-, firm-, and quarter-fixed effects are included, ¢t-statistics are reported in parentheses, with standard errors
two-way clustered at the analyst-firm and firm-quarter levels, and *, ** denotes statistical significance at the 5%
and 1% level.

;iztngible T;ztangible
——qual
Revy, ly;er]  0.017* 0.018% | 0.059%* 0.060*
(1.78) (1.92) | (3.86) (3.94)
Revls " [y;.0r] 0.016%*  0.017%* 0.015%%  0.019%*
(3.35)  (3.60) (2.48)  (3.06)
Fixed effects v v v v v v
Within R? 0.000 0.000 0.001 0.004 0.000 0.004
Nobs 15878 15878 15878 15878 15878 15878

Table A.8: Predictability of tangible and intangible returns by forecast revisions

Notes: This table shows the contemporaneous predictability of tangible and intangible returns by long-term forecast
revisions due to qualitative and quantitative information. I compute tangible returns as the book return (changes
in log book equity) from year ¢ — 1 to year ¢, rt‘"“”ble log(BE;;) — log(BEj—1). The intangible return is
computed as the residual in the cross-sectional regression 7;; = v + 71 log(BE_ME; ;1) + fygrm"glble + vj¢ and
rmm"‘”ble = U;4. Analyst-, firm-, and quarter-fixed effects are included, ¢-statistics are reported in parentheses
and standard errors are two-way clustered at the analyst-firm and firm-quarter level; * and ** denote statistical

significance at the 10% and 1% level.
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Forecast horizon: Long-term (>3 years)

Dependent variable: y;n — F; ¢ [y 4]

——quant

Revyy " [gsen] 0.014  0.001 -0.009%**
(-1.58)  (0.08) (-0.92)
Ee?)?j:am[yj,prh] « poverconfidence () (53%¥* 0.062*
(1.57) (1.78)
Reviy " [yjasn] x hmemors -0.040 10,056
(-0.88) (-1.21)
Fixed effects v v v
Adj. R? 0.003 0.003 0.003

Table A.9: Impact of overconfidence and memory on overreaction: Revision due to quantitative informa-
tion

Notes: This table reports the analogue of Eq. (22) but using revision due to quantitative information

—— quant

Rev;,  [yj.e+n] and peverconfidence g the share of chunks of subjective statements that contains assertive language
identified by the LLM, and A™¢™°™ is the share of factual chunks that describes historical episodes as identified
by the LLM. Analyst-, firm- and quarter-fixed effects are included and t¢-statistics are reported in parentheses,
with standard errors being two-way clustered at the analyst-firm and firm-quarter level; *** denotes statistical
significance at the 1% level.

Dependent variable: hoverconfidence

Short-term (1-2 Years) Long-term (> 3 Years)

Abs. revision -0.047 0.072
(-1.45) (1.49)

Fixed effects v v

Adj. R? 0.396 0.388

Table A.10: Impact of absolute revision on heverconfidence

. . id L.
Notes: This table shows the regression result of hf?etrco"fz ¢ = BAbs.Revision; j i + € 1, where

the share of chunks in analyst reports that contain assertive language identified by the LLM, and Ab’siRem’sioni’ it
is the absolute value of the forecast revision. Analyst-, firm-, and time-fixed effects are included and t-statistics are
reported in parentheses, with standard errors being two-way clustered at the analyst-firm and firm-quarter levels.

id .
h?v-efconfl ence ;o
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Forecast horizon: Long-term (>3 years)

Dependent variable: vy n — Fi [y 4]

——qual

Revg, [yjeen] -0.036%*%  -0.050%**  -(.033%**
(-7.68)  (-11.42)  (-5.82)
Ea;f;‘“l [Yjn] X hOUsreonfidence o (g -0.087*%*
(-3.36) (-3.25)
E&}ffj“l[ymh] « A Jyovercon fidence 0006  -0.039%*
(0.51) (-2.04)
Revision -0.025  -0.063*** 0.010
(-1.19)  (-3.36) (0.43)
Revision xhe"seorfidence -0.340%%* -0.550%%*
(-3.71) (-4.97)
Revision x Aevereonfidence -0.258%F* _().515%*
(-3.62)  (-5.56)
Fixed effects v v v v v v
Adj. R? 0.009 0.008 0.009 0.025 0.025 0.025

Table A.11: Impact of overconfidence on overreaction: Lag and change in hoverconfidence

Notes: The first three columns of this table report the regression results of
——qual ——qual id
Yitrh — Fialyieen) = B Reviy [Yjen] + Ba Revyy [ysaen] x hyo cqdidence

——qua > Ahove'r'conf’idence

1
+ B3 Rev;y [Yje+n] it + €5t

where hfze;f‘i"f 19N is the overconfidence measure from analyst i’s previous report covering stock j, and

id id idence . :
AR confidence _ hy confidence —hf'}e:_wl"f 4€ee is the change in the overconfidence score. The last three columns

report the results of

overcon fidence
X h; f

Yjt+h — Fitlyjeen] = Br - Reviglyjesn] + B2 - Reviglyjeen] x iy 5

hoverconfidence

+ B3 - Revi[yjen] x ARG + €ijit-

t-statistics are reported in parentheses, with standard errors being two-way clustered at the analyst-firm and firm-
quarter level; **, *** denotes statistical significance at the 5% and 1% level.
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Dependent variable: Forecast errors

Forecast horizon

Short-term (1-2 Years) Long-term (> 3 Years)

Revision 0.140%** -0.115%**

(10.75) (-3.99)
Revision x Num_Est 0.003*** 0.006*

(2.53) (1.72)
Fixed effects v ve
Adj. R? 0.013 0.025
Num obs. 883686 173902

Table A.12: Impact of the number of analysts on herding behavior

Notes: This table reports the original CG regression, Eq. (13) with an additional interaction term of forecast
revision and Num_Est, the number of estimators in the previous month that issued forecasts for the same horizon.
t-statistics are reported in parentheses, with standard errors being two-way clustered at the analyst-firm and firm-
quarter level; *** denotes statistical significance at 1% level.

Dependent Variable

hoverconfidence Jmemory hherding hsticky
Experience -0.00023***  0.00007*** 0.00002* -0.00001
(-8.53) (3.68) (1.71)  (-1.61)
Fixed effects v v v v
Adj. R? 0.532 0.553 0.886 0.988
Num obs. 503044 503044 503044 503044

Table A.13: Impact of experience on behavioral bias mechanisms

Notes: This table reports the impact of analysts’ experience on measures of overconfidence, memory effects, herding,
and belief stickiness. Qual_Frac is the fraction of information tuples that are classified as qualitative in the analyst
report, heverconfidence ig the share of chunks of subjective statements that contains assertive language identified by
the LLM, A™¢™°"Y is the share of factual chunks that describes historical episodes as identified by the LLM. The
dummy h"¢"? takes the value of 1 if the LLM identifies a reference to consensus or street estimate in the report and
hst*ytakes the value of 1 if the LLM identifies a reference to previous earnings forecast in the report. Analyst-,
stock-, and time (quarter)-fixed effects are included, t-statistics are reported in parentheses, with standard errors
two-way clustered at the analyst-firm and firm-quarter level; *, ** and *** denote statistical significance at the
10%, 5%, and 1% levels.
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Dependent variable: Forecast errors
Forecast horizon
Short-term (1-2 Years) Long-term (> 3 Years)

Revision 0.111%** -0.227%*
(13.00) (-11.30)
Revision x Herding 0.379%#* 0.871#%*
(22.62) (16.31)
Fixed effects v v
Adj. R? 0.016 0.035
Num obs. 884244 178932

Table A.14: Impact of herding on CG coefficient

Notes: This table reports the original CG regression, Eq. (13), with an additional interaction term of forecast
revision and a dummy, Herding, which takes the value of 1 when the revision is towards the consensus in the
previous month, following Clement and Tse (2005). Firm-month consensus forecasts with fewer than 5 forecasters
are dropped. Standard errors are two-way clustered at the analyst-firm and firm-quarter level; *** denotes statistical
significance at the 1% level.
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Online Appendix



OA.1 Details on Information Retrieval Steps

OA.1.1 Removing boilerplate content

[ use LLM to identify and remove boilerplate content, such as analyst certification and disclosures,

using Prompt #0.

OA.1.2 Relevant context retrieval

The first component for RAG implementation is to retrieve relevant context that will be fed into
LLM. For each IBES announcement, I gather the report(s) that are matched with it, and split
the text into chunks with at most 128 tokens. This step results in the context set, from which

retrieval will be performed.

For each context chunk n, I generate a 768-dimensional embedding x,, using ChronoBERT.® I
then generate another embedding y for the retrieval query “{TICKER} earnings”, where { TICKER}
is the stock ticker being studied. I extract the relevant context chunks as the 20 most similar con-
text chunks with the query, measured by cosine distance of the context embedding with the query
embedding:

Relevant Context Set = {n for n € Top 20 of {W}} (69)
By retrieving using similarity in the embeddings, the retrieved context will be more relevant for
the earnings forecast of the intended stock. I use 20 chunks to balance context relevance and LLM
generation quality. Including more chunks will include more text that is potentially irrelevant for
the stock’s earning, and will increase the difficulty for the LLM to extract relevant information

given the longer context.

OA.1.3 Information extraction

After the relevant contexts are retrieved, I feed them into the LLM to extract relevant information
for analysts’ EPS forecasts. To guarantee the quality of information extraction, I implement a

multi-step prompting process. The steps are described below.

Step 1: Identify stock information

In the first step, the LLM is asked to identify the stock in the context based on Prompt #1. I will
only proceed with the information extraction if the stock can be correctly identified. This step
is important to guarantee that the information extracted is specifically about the target stock,

especially as there could be multiple stocks mentioned in the report. I conduct a validation check

55T do not use L1lama-3 embedding for runtime considerations. Manual inspection shows that the retrieval results
using FinBERT embedding are similar to those when using Llama-3 embedding.



in Appendix OA.7.1 and find that the LLM achieves high accuracy in both identifying the presence

of correct stocks and reporting null content when the stock information is missing.

Step 2: Separate factual and subjective content

In step 2, I use LLM to summarize factual and subjective statements in analyst reports in natural
language. As explained in the main text, this step is important because it allows for more precise
measurement of the information set of analysts. In Prompt #3, the LLM is instructed to use the
exact wording from the analyst reports. Once the first pass is finished, I repeated run Prompt #4
to ensure that there is no missing content and the LLM output is complete. This is done for each
128-token chunk.

Step 3: Extracting information from factual and subjective content

In the next step, I extract information from both factual and subjective content. As introduced
in Section 2.3, I define information as a tuple of (Noun: Description), where Noun is a noun or a
noun phrase for a business or economic-related concept or object, and Description is an adjective
or short phrase that describes the Noun. I use Prompt #b5 for this task, and once the initial run

is completed, I repeated run Prompt #6 to guarantee the completeness of extraction.

OA.1.4 Topic classification

The information retrieval step extracts 70.5 million (Noun: Description) tuples with 9.5 million
unique Nouns. To further distill the information and map to the idea of structural components in
Section 2.3, I classify the nouns into topics. I do not impose a pre-defined topic list, but use LLM

to generate topic list and assign each noun into topics. The steps are detailed below.

Step 4: Assign labels to nouns Before generating topic assignments, I use LLM to first assign
a label to each noun. This assignment is independent of other nouns and serves as an intermediate
step to introduce some standardization. I find that without this step, the LLM does not generate
meaningful topics based and leads to lots of nouns being grouped in the “other” category. Prompt
#6 is used in this step.

Step 5: Generate topic list 1 then use LLMs to generate topic lists based on the labels
of nouns. As this is an important step, in addition to Llama3.1-8b, I also use other 11 LLM
models including L1ama3.2-3b, Phi3-8b, Phi3-14b, Phi3.5-3.8b, Phi4-14b, Deepseek-r1-1.5b,
Deepseek-r1-7b, Deepseek-r1-8b, Deepseek-ri1-14b, and Mistral-7b to run the prompt and
generate a complete list of topics. Prompt #7 is used to generate topics, and once it is generated,

I run Prompt #8 in each model to ensure the completeness of the topics.



Step 6: Manual reading and construction of topic list FEach LLM generates 50 to 627
topics with some overlaps and distinctions, but these topic lists are small enough for human
inspection. In this step, I manually read and cross-reference topic names that are important and
meaningful. Based on manual reading, I conclude a final list of 153 topics. I further group these

topics into 28 meta-topics. The topic and meta-topics are listed in Table OA.13.

Step 7: Classify nouns by topic Finally, I provide the 153 topic names to LLM and ask the
model to classify each noun into one or several topics. I use Prompt #9 to complete the task.
To ensure the validity of the topic assignment, I also use multiple LLMs to cross-reference, and

determine topic assignment based on a majority rule across LLMs.

Model Num. Topics Min. Dist
Llama3.1-8b 294 0.95
Llama3.2-8b 329 0.95
Deepseek-r1-1b 55 0.94
Deepseek-r1-7b o7 0.94
Deepseek-r1-8b 145 0.95
Deepseek-r1-14 591 0.96
Phi3-3.8b 86 0.94
Phi3-14b 56 0.95
Phi4-14b 629 0.95
Mistral-7b 443 0.95

Table OA.1: Topic generation agreement



OA.2 Additional Tables

Matched Selected brokers Full IBES
Total # of reports 1144952
# of IBES announcements 818780 1644069 3963955
# of unique stocks (cusip) 6890 10646 13066
# of unique brokerage firms (estimid) 115 115 1201
# of unique research analysts (analys) 5479 7972 19730
Avg. # of pages per report 9.10
Quarterly avg. # of stock coverage per broker  81.14 130.00 79.63
Quarterly avg. # of reports per broker 197.41
Quarterly avg. # of brokers coverage per firm 2.99 3.72 6.82
Quarterly avg. # of reports per firm 5.09

Table OA.2: Summary statistics of the full Investext sample.

Matched Selected brokers Full IBES

EPS/P 0.0313 0.0277 0.0315
Error 1Y/P -0.0014 -0.0033 -0.0046
Error 2Y/P -0.0012 -0.0046 -0.0068
Error3Y/P -0.0009 -0.0029 -0.0049
Error 4Y/P -0.0192 -0.0221 -0.0226
Error 5Y/P -0.0432 -0.0446 -0.0454
Revision 1Y/P  0.0006 -0.0001 -0.0001
Revision 2Y /P 0.0011 0.0004 0.0003
Revision 3Y/P  0.0014 0.0003 -0.0001
Revision 4Y/P  0.0026 0.0018 0.0008
Revision 5Y/P  0.0043 0.0026 0.0014

Table OA.3: Summary statistics of analyst EPS forecasts.



Topic HHI

Tenure -0.0004  -0.0007**  -0.0005  -0.0007**
(-1.26)  (-2.09)  (-1.30)  (-2.04)

Coverage  0.0012%¥* 0.0011%* 0.0010%*  0.0010*
(2.22) (2.15) (1.97) (1.94)

Analyst FE v v v v
Stock FE v v
Time FE v v
Within R? 0.00 0.00 0.00 0.00
Total R? 0.00 0.07 0.00 0.07

Table OA.4: Determinants of topic concentration

Notes: This table shows the determinants of topic concentration by estimating the following regression
TopicHH]I; j, = B1 - Experience; + B2 - Coverage; s + €; ¢

where TopicHHI; j; is defined as the Herfindahl-Hirschman Index of topic weights in each analyst report, i.e.
TopicHHI; ;; = Zk(mﬁj)t)z. Tenure; ; is analyst i’s tenure at time ¢, defined as the number of quarters between
time ¢ and the first time analyst ¢ issues an EPS forecast. C'overage; ; is the number of stocks the analyst ¢ issues
forecasts for in year ¢t. Standard errors are two-way clustered at the analyst-firm and firm-quarter level. *, **
denotes statistical significance at 10% and 5% level.

Low-macro attn ~ High-macro attn Full sample

ij,tJrl ij,tJrl ij,t+1 ij,tJrl ij,t+1 ij,tJrl

AlogIP; 0.547 0.544  1.118%FF 1.165*** 0.547 0.470
(1.26)  (1.62)  (2.99)  (2.56)  (1.26)  (1.31)
Alog I P, x 1{High Attn} 0.571*%*  0.653***
(2.08)  (3.04)
Stock FE v v v
Num Obs. 72088 72088 72088 72088 144176 144176

Table OA.5: Earnings predictability in high- vs low-macro attention states

Notes: This table reports the regression results of 1-year ahead earnings growth predictability using changes in log
industrial productions, Ay, ; = f1Alog I P, + 32Alog I P, x 1{High Macro Attn};+e€;, , where Ay, , is changes in
earnings in future one year, and 1{High Macro Attn};, is an indicator that the topic weight of “Macroeconomy”
(averaged across all analysts) for firm j in quarter ¢ is above the full-sample median. Alog IP; is scaled within the
high- and low-attention sample to have the same standard deviation. Standard errors are two-way clustered by
quarter and stock. *** denotes statistical significance 1% level.



1-year future EPS growth 5-year future EPS growth

Low Attn;, High Attn;, Full sample Low Attn;, High Attn;, Full sample

Panel A: Debt

z" 0.202F%F  0.205%FF  0.202FFF  0.052%FF  Q.I11FF (.052%
(8.48) (6.27) (8.48) (7.48) (5.79) (7.48)
7" x 1{High Attn} 0.092%* 0.058%%*
(2.05) (3.32)
Panel B: R&D
75" 0.079%%%  0.086%* 0079 0.046%FF  0.096¥FF  0.046%F
(2.36) (2.30) (2.37) (5.04) (5.96) (5.04)
75" x 1{High Attn} 0.006 0.049%*
(0.11) (3.15)

Panel C: Cash

z 0.265%%%  0.331%FF  0.264%F%  0.064%FF  0.096¥F%  0.064%F
(7.04) (6.52) (7.04) (10.53) (7.18) (10.53)
75" x 1{High Attn} 0.067 0.031%*
(1.45) (2.33)
Panel D: Profitability
Zmer 0.523FF%F 03550 0.523%FFF  0.205%FF  0.130%FF  0.205%%
(11.07) (10.13) (11.07) (12.04) (12.75) (8.68)
77 5 1{High Attn} 0,167 -0.075%%
(-3.21) (-4.82)

Table OA.6: Earnings predictability in high- vs low-attention states: Stock characteristics

Notes: This table reports the regression results of 1-year or 5-year ahead earnings growth predictability using
current realizations of stock characteristics, i.e.

—k —k .
Ayji =P Z;, + B2Z;, x 1{High Attn}", +¢;

where Ay;, is changes in earnings in future 1 year or 5 years, and 1{High Attn},, is an indicator that the topic
weight of k €{Profitability, R&D, Debt, Cash} (averaged across all analysts) for firm j in quarter ¢ is above the
full-sample median. Each stock characteristics z;, is standardized within each stock to have zero mean and unit

standard deviation, and are signed to have positive predictive coefficient. Z., is the average over the topic k

Jit
stock characteristics. Z;, is further scaled within the high- and low-attention sample to have the same standard
deviation. Standard errors are two-way clustered by quarter and stock. ** *** denotes statistical significance at

5% and 1% level.



Short-term (1-2 Years) Long-term (> 3 Years)

Bea 0.178%F% 0. 178%FF  (0.176%**  0.176%**  0.176%FF  -0.114%%*  -0.114%8F  -0.112%¥**  -0.114%F  -0.112%**
(22.80)  (22.76)  (22.55)  (22.76)  (22.55)  (-6.40)  (-6.40)  (-6.33)  (-6.41)  (-6.32)

Analyst FE v v v v v v

Time FE v v v v

Firm FE v v v v

Adj. R? 0.008 0.009 0.012 0.009 0.012 0.023 0.023 0.027 0.024 0.027

Num Obs. 793462 793462 793462 793462 793462 176285 176285 176285 176285 176285

Table OA.7: Coibion-Gorodnichenko regression of EPS forecasts: Robustness of fixed effects

Notes: This table reports the original Coibion-Gorodnichenko regression, Eq. (13) with different levels of fixed-
effect controls. Standard errors are two-way clustered at the analyst-firm and firm-quarter level and *** denotes
statistical significance at the 1% level.

Forecast Horizon
1 Year 2 Years 3 Years 4 Years 5 Years

Bea 0.231%FFF (0. 137%F%  _(0.035%*% _0.262%** _().429%**
(16.96)  (20.39)  (-1.99) (-6.73) (-7.60)
Fixed Effects v v v v v
Adj. R? 0.015 0.012 0.013 0.063 0.105
Num Obs. 420205 464451 136122 26885 14230

Table OA.8: Coibion-Gorodnichenko regression of EPS forecasts: Robustness of forecast horizons

Notes: This table reports the original Coibion-Gorodnichenko regression, Eq. (13) with different forecast horizons
as identified by the fpi column in IBES. Standard errors are two-way clustered at the analyst-firm and firm-quarter
level. *** denotes statistical significance at 1% level.

Forecast Horizon
Short-term (1-2 Years) Long-term (> 3 Years)

Bea 0.176%** -0.030%*
(34.06) (-2.74)
Fixed Effects v v
Adj. R? 0.020 0.036
Num Obs. 4306431 820969

Table OA.9: Coibion-Gorodnichenko regression of EPS forecasts: Full IBES dataset

Notes: This table reports the original Coibion-Gorodnichenko regression, Eq. (13) using the full IBES dataset.
Analyst-, firm-, and time (quarter)-fixed effects are included. Standard errors are two-way clustered at the analyst-
firm and firm-quarter level, and *** denotes statistical significance at the 1% level.



Forecast Horizon
Short-term (1-2 Years) Long-term (> 3 Years)

Revision 0.183* -0.099*
(22.99) (-5.62)
Lagged Forecast 0.000 0.001*
(0.38) (4.29)
Fixed Effects v v
Adj. R? 0.012 0.027
Num Obs. 884636 178832

Table OA.10: Coibion-Gorodnichenko regression of EPS forecasts: controlling for lagged forecast

Notes: This table reports the original Coibion-Gorodnichenko regression, Eq. (13) controlling for lagged forecast.
Analyst-, firm-, and time (quarter)-fixed effects are included. Standard errors are two-way clustered at the analyst-
firm and firm-quarter level, and * denotes statistical significance at the 1% level.



OA.3 Additional Figures
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Figure OA.1: Quarterly summary statistics of analyst reports
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Figure OA.3: Relationship between first-stage variance decomposition and topic weight

Notes: This figure shows the relationship between forecast revisions’ attributable to a topic and that topic’s average
weight in analysts’ reports. The x-axis shows the average topic weight in analyst reports, and the y-axis shows the
variance decomposition of different topics in the first-stage of the TICG regression, as in Figure 4.
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Figure OA.4: Heterogeneity in cyclicality of topic weight

Notes: This figure reports the 3 estimates of regression AmF = a4 3 - Alog IP; + €; for the 28 topics. mF is the
average topic weight for topic k across all reports published in quarter ¢. logIP; is the log industrial production
obtained from FRED. The error bars reports the 95% confidence intervals. Standard errors are estimated with
Newey-West with 4 lags.
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Figure OA.5: Topic weight cyclicality in panel regression

Notes: This plot shows the coefficient estimates of 8 from the panel regression A%, = a+ ;- Alog IP;+1; + ¢4
where méit = N% o mﬁ ;. 1s the average attention across analysts within a quarter ¢ for firm j, and 7; captures
firm-fixed effects. Standard errors are two-way clustered. The error bar reports the 95% confidence interval.
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Figure OA.6: R? in panel regressions: Time-, industry-, and stock-fixed effects

Notes: This plot reports the total R? in the panel regression A%, = 1y rna +n; + €5,¢ where M}, = N% SO mb s

the average attention across analysts within a quarter ¢ for firm j. 9 rnq captures the time (quarter)- x industry-
fixed effect, where industry group is taken as the 74 GICS industry codes. n; captures firm fixed effect. The blue
(green) bar shows the total R? without (with) firm-fixed effects.
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Notes: This plot shows the panel regression coefficients of mjt =Bk Zj ¢+ n+nj+ €5, where mﬁt = Ni > mﬁj,t

is the average attention across analysts within a quarter ¢ for firm j, and Z;; is either a firm’s book-to-market
ration (BE/ME) or debt-to-market ration (Debt/ME). I rank-standardize Z;; within each time (quarter) to be
within the [-0.5, 0.5] interval. Standard errors are two-way clustered by time and firm. The error bars indicate the
95% confidence intervals.
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Figure OA.8: Differences in topic weights between short- and long-term EPS forecasts

Notes: This plot shows the differences in topic weights between announcements when analysts make short-term
versus long-term EPS forecasts. Short-term forecasts are defined as forecasts of future 1-2 years EPS, and long-term
forecasts are defined as forecasts of future 3 year or more EPS.
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Figure OA.9: Differences in topic weights between upward revision and downward revision

Notes: This plot shows the differences in topic weights between announcements when analysts revise up their EPS
forecasts versus when they revise down their forecasts.
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Figure OA.10: R? in fixed-effect regressions: Time-, stock-, and analyst-fixed effects

Notes: This plot reports the total R? in the regression mﬁ gt =My + i + € 5 where miﬁ ;. 15 the weight of topic
k in the analyst report published by analyst 4 at time ¢ for firm j. 7 ; captures the time (quarter)- x firm-fixed

effects, and 7; captures analyst-fixed effects. The blue (green) bar shows the total R? without (with) analyst-fixed
effects.
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Figure OA.11: Histogram of predictive coefficients for stock-level predictors

Notes: This table reports the distribution of predictive coefficients of stock characteristics when predicting future
earnings growth, i.e. Ay;, = ﬁzf’m + ¢+ where Ay, is changes in earnings in future 1 year or 5 years, and zij’t
denotes the realization of characteristics ¢ that belongs to topic k. Each stock characteristics zf’ ;¢ 1s standardized
within each stock to have zero mean and unit standard deviation, and are signed to have positive predictive

coefficient. It is further scaled within the high- and low-attention sample to have the same standard deviation.
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Figure OA.12: Topic Assignment Agreement

OA.4 Simulation Results

True Revf OLS JIVE

pe = 0.0001  0.870% 0.946% 0.803%
pe = 0.005  0.870% 1.962% 1.821%

Table OA.11: Fraction of Total Variation in Rewv; Explained by Topic 1

Notes: This table shows the average fraction of revision variation explained by the first topic in 100 simulations
with settings by = 0.1, 02 = 0.2, p. = 0.4, p, = 0, and by ~ Uniform([—0.9,0.9]).
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OA.5 Prompts

OA.5.1 Prompts for information retrieval

Prompt #0: Remove boilerplate content

SYSTEM PROMPT:

Forget previous prompts.

You are an assistant helping a research project and you will be given a paragraph from an equity
analyst report from {broker}. Your task is to determine if the paragraph is disclosure or boilerplate
content of {broker}, or if it contains meaningful information about the analyst's analysis of a stock.
Boilerplate or disclosure content is defined as content that only used by {broker} to satisfy regulatory
requirements, with no analysis of a stock. Output your answer in JSON.

USER PROMPT:

Here's the context written by the analyst:
{context}

The above is the context. Below are the questions. Return your answers in JSON format.

Questions:

Q1: Is this a boilerplate or disclosure content? Answer Yes or No. When You have doubt or if it
contains at least some analyst's analysis of a stock, answer No.

Output format:

{'Q1": ANSWER to Q1}

Prompt #0: Remove boilerplate content from analyst reports

Prompt #1: Identify company information

SYSTEM PROMPT:

Forget previous prompts.

You are a sell-side equity analyst specializing in summarizing other sell-side analyst research reports
and an expert in causal reasoning, your task is to analyze an equity research report written by analyst
at {broker name} on {report date}.

Your goal is to answer user's questions below by summarizing information in the research report.
Answer the question based on the context below only. Do not make up the answers.

USER PROMPT:

Here's the context written by the analyst:
{context}

The above is the knowledge base.

Answer the following questions and respond in JSON format.

Questions:

Q1: Is {ticker} mentioned in the context? Answer Yes or No.

Q2: Is {company name} mentioned in the context? Pay attention to its abbreviations. Answer Yes or

No.

Q3: If {ticker} or {company name} is mentioned in the context, what is the analyst's EPS forecast
or projection for it? Answer one numerical number. Answer 'N/A" if you cannot find answer in the
context. Do not make up answer!

Output format:
{'Q1": ANSWER to Q1, 'Q2": ANSWER to Q2, 'Q3": ANSWER to Q3}

Prompt #1: Identify company information
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Prompt #2: Separating factual and subjective statements

SYSTEM PROMPT:

Forget previous prompts.

You are an assistant helping a research project where you need to extract and summarize the factual
information about a stock based on an analyst report about {ticker} ({company_name}). Your task is
to separate objective facts from subjective statements in an analyst report.

Objective facts are verifiable pieces of information, such as business developments, historical fi-
nancial performance, company announcements, industry benchmarks, or anything that are objective
about {ticker}.

Subjective statements reflect the analyst’s opinions, predictions, interpretations, or valuation about
{ticker}, often indicated by qualitative language, speculations, or value judgments.

Answer the question based on the context below only. Do not make up the answers. Output
your answer in JSON.

USER PROMPT:

Here's the context chunk written by the analyst:
{context}

The above is the context. Answer the questions and return in JSON format.

Questions:

Q1: Based on the context, what are the objective facts about {ticker} ({company_name})? Include
all details about the firm’'s operations, business, financials, and other information that are factual.
Write your answer in a passage in natural language and keep the original wording in the analyst reports
as much as possible.

Start your answer with "{ticker} ... Answer 'N/A’ if you cannot find factual information about
{ticker} in the context, or if the context is a disclosure. Do not make up your answer!

Q2: Based on the context, what are the analyst's subjective statement about {ticker}
({company_name})? Your answer should not overlap with the objective facts in your answer to

Include all details about analyst’s opinion about {ticker} in the future. Write your answer in a passage
in natural language and keep the original wording in the analyst reports as much as possible.

Start your answer with "The analyst believes {ticker}... Answer 'N/A’ if you cannot find analyst's
subjective statement about {ticker} in the context, or if the context is a disclosure. Do not make up
your answer!

Output format:
{'Q1": ANSWER to Q1, 'Q2": ANSWER to Q2}

Prompt #2: Separating factual and subjective statements

Prompt #3: Checking factual and subjective statements are complete

SYSTEM PROMPT:

Forget previous prompts.

You are an assistant helping a research project where you need to extract and summarize the factual
information about a stock based on an analyst report. You will be provided with one paragraph that
summarizes the factual information, one paragraph summarizing the subjective statements, and the
original content from analyst report. Your task is to determine if there is missing factual information
or missing subjective statements.

Objective facts are verifiable pieces of information, such as business developments, historical fi-
nancial performance, company announcements, industry benchmarks, or anything that are objective

about the stock. , o o ) ) ]
Subjective statements reflect the analyst's opinions, predictions, interpretations, or valuation about

ticker, often indicated by qualitative language, speculations, or value judgments.
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Answer the question based on the context below only. Do not make up the answers. Output
your answer in JSON.

USER PROMPT:

Here's the context chunk written by the analyst (CONTEXT):
{context}

Here's the factual information summarization (PARAGRAPH 1):
{factual content paragraph }

Here's the subjective statement summarization (PARAGRAPH 2):
{subjective content paragraph}

The above is the context. Answer the questions and return in JSON format.

Questions:

Q1: Does PARAGRAPH 1 include all factual details about the firm in CONTEXT? If so, return
"Yes”. If not, please rewrite the paragraph to include all details about the firm’'s operations, business,
financials, and other information that are factual.

Write your answer in a passage in natural language and keep the original wording in the analyst reports
as much as possible.

Start your answer with "{ticker} ... Answer 'N/A’ if you cannot find factual information about

{ticker} in the context, or if the context is a disclosure. Do not make up your answer!

Q2: BDoes PARAGRAPH 2 include all subjective statements about the firm in CONTEXT? If
so, return "Yes". If not, please rewrite the paragraph to include all details about analyst's opinion
about ticker in the future. Your answer should not overlap with the objective facts in your answer to
1.

Write your answer in a passage in natural language and keep the original wording in the analyst reports
as much as possible.

Start your answer with "The analyst believes {ticker}...".  Answer 'N/A’ if you cannot find analyst's
subjective statement about {ticker} in the context, or if the context is a disclosure. Do not make up
your answer!

Output format:
{'Q1": ANSWER to Q1, 'Q2": ANSWER to Q2}

Prompt #3: Checking factual and subjective statements are complete

Prompt #4: Extracting financial economic information

SYSTEM PROMPT:

Forget previous prompts.

You are an assistant helping a research project where you need to extract topics from factual
information in a passage from a sell-side analyst report. Your task is to list what information does the
analyst pay attention to, and what is the pieces of information. Identify the nouns and the associated
description. Include all the details in your answer. If no description is associated with the noun, note
"N/A". Below are some examples:

Example 1: “MKC has a flavor category growing at a healthy pace. The company has a strong M&A
track record and sometimes dominant market shares.”

Output: {'flavor category’: 'growing at a healthy pace’, 'M&A track record’: 'strong’, 'market share':
'dominant’}

Example 2: “QFAB announced the offering of 3.2 million shares of common stock on July 29, with
3 million being sold by the company and 200,000 being sold by Nortek. The offering was priced at
$13.00 per share, well below the approximate $18 filing price.”

Output: {'common stock shares offering’: 'announced’, 'offering price: 'below the filing price'}
Example 3: “QFIN reported second-quarter EPS of $0.19 versus $0.21 a year ago. This was two
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pennies ahead of our $0.17 estimate. Net sales for the quarter increased 22.1% to $64.1 million and
essentially were in line with our expectations. Revenues across the divisions were as follows: domestic
fabric sales increased 31.8% to $47.3 million and accounted for 72.5% of the sales mix, up from 66.9%
a year ago; export fabric sales rose 2% year over year to $10 million and represented 15.4% of the sales
mix, down from 18.2% a year ago, and export sales were strongest in Canada and Mexico; lastly, yarn
sales were flat year over year and accounted for 12.1% of the sales mix, down from 14.8% a year ago."

Output: {'second-quarter EPS’: "above forecast’, 'net sales’: 'in line with expectation’, 'domestic fabric
sales’: 'increase’, 'export fabric sales’: 'increase’, 'export sales: 'strongest in Canada and Mexico’,
'yarn sales’: 'flat'}

Example 4: “"GCO reported solid FQ3 results with a $0.13 beat mainly due to outperformance at the
Journeys chain (+8% comp). November comps declined 4%, and the company’s Q4 outlook is for
'flat”. The company’s sales rate trends are moderating quickly.”

Output: {'Journeys chain’: 'outperformance’, 'comps’: 'declined’, 'sales rate trends’: 'moderating
quickly'}
Example 5: “IT (Gartner, Inc.) reported third-quarter results on November 2 with adjusted EPS of

$0.35, which was $0.01 lower than the estimate and consensus. Revenue was about $4 million below
the estimate and consensus. The shortfall is attributed to a shift of events into the fourth quarter,

weaker-than-expected consulting revenue, and currency headwinds.”

Output: {'adjusted EPS’: 'lower than the estimate and consensus’, 'revenue’: 'below the estimate
and consensus’, 'shift of events': 'N/A’, 'consulting revenue': 'weaker-than-expected’, 'currency
headwinds': 'N/A"}

Answer the question based on the context below only. Do not make up the answers. Output your
answer in JSON.

USER PROMPT:

Here's the context chunk written by the analyst:
{context}

The above is the context. Below are the questions.

Based on the context, extract information about the stock and summarize in {NOUN: DESCRIPTION}
pair, where NOUN is an object, concept or event mentioned in the context and DESCRIPTION is a
short verb or adjective phrase that describes NOUN.

Extract all relevant information in the paragraph with as much detail as possible. Answe'N/A’ if you
cannot find any factual information. Do not make up your answer!

Output format:
{NOUN 1: DESCRIPTION 1, NOUN 2: DESCRIPTION 2, ...}

Prompt #4: Extracting Information

Prompt #5: Checking information retrieval is complete

SYSTEM PROMPT:

Forget previous prompts.

You are an assistant helping a research project where you need to extract topics from factual information
in a passage from a sell-side analyst report. You will be given a list of (“NOUN": “DESCRIPTION")
tuple, and your goal is to find any missing nouns with their descriptions in the context provided.
Answer the question based on the context below only. Do not make up the answers. Output your
answer in JSON.

USER PROMPT:

Here's the context chunk written by the analyst:
{context}
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Here's the list of (NOUN: DESCRIPTION) tuple:
{(NOUN: DESCRIPTION) tuples}

Based on the context, does the list contain all information in the context? If so, return “Yes".
If not, regenerate the list by extract information about the stock and summarize in {NOUN:
DESCRIPTION} pair, where NOUN is an object, concept or event mentioned in the context and
DESCRIPTION is a short verb or adjective phrase that describes NOUN.

Extract all relevant information in the paragraph with as much detail as possible. Answe'N/A’ if you
cannot find any factual information. Do not make up your answer!

Output format:
{NOUN 1: DESCRIPTION 1, NOUN 2: DESCRIPTION 2, ...}

Prompt #5: Checking information retrieval is complete

OA.5.2 Prompts for topic generation and classification

Prompt #6: Assign a label to each noun

SYSTEM PROMPT:

Forget previous prompts.
You are an economic & finance topic research assistant. Your task is to classify nouns into labels.
Output your answer in JSON.

USER PROMPT:

Here are the nouns:
{context}

1 Group them meaningful economics or finance labels. Labels must be related to economics,
finance, or business operations. If you cannot find a proper label for a noun, put it in the "other”
label.

2. For each label, provide
— A concise name (2-5 words).
— A 1-sentence economic/financial description of the label.

— A list of member nouns.

You should classify all the nouns given to you! Make sure you are not missing nouns in your classification.
Output format:
{label: ..., label description: ..., members: [nounl, noun2, ...] }, ......

Prompt 6: Assign a label to each noun

Prompt #7: Generate topic list based on labels of nouns

SYSTEM PROMPT:

Forget previous prompts.

You are an economic & finance topic research assistant. You will be given a list of labels and their
descriptions, and your task is to group these labels into several topics based on the similarities in their
descriptions. Output your answer in JSON.

USER PROMPT:
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Here is the list of labels with their descriptions:
{context}

Your task: group similar labels into a topic, and describe the meaning of the topic. | am
looking for a list of topics that are unique and well-differentiated, with no duplicated or highly similar
topics in the topic list you come up with. If a label is hard to be grouped in any topic, put it in the
"Other” topic.

For each topic, provide:

e A concise topic label (2-5 words)
e A 1-sentence economic/financial description of the topic.
e A list of member labels that belongs to this topic.

Output format:
{topic: ..., topic description: ..., members: [labell, label2, ...] }, ......

Prompt #7: Generate topic list based on labels of nouns

Prompt #8: Checking topic list generation is complete

SYSTEM PROMPT:

Forget previous prompts.

You are an economic & finance topic research assistant. You will be given a list of labels and their
descriptions, as well as a list of topic assignments. Your task is to determine whether the topic list is
complete, and if not, identify missing topics. Output your answer in JSON.

USER PROMPT:

Here is the list of labels with their descriptions:
{context}

Here's the list of topics for these labels:
{topic list}

Is the topic list complete? If so, return "Yes". If not, modify the topic list by grouping similar
labels into a topic, and describe the meaning of the topic. | am looking for a list of topics that are
unique and well-differentiated, with no duplicated or highly similar topics in the topic list you come up
with. If a label is hard to be grouped in any topic, put it in the "Other” topic.

For each topic, provide:

e A concise topic label (2-5 words)
e A 1-sentence econoimc/financial description of the topic.
e A list of member labels that belongs to this topic.

Output format:
{topic: ..., topic description: ..., members: [labell, label2, ...] }, ......

Prompt #8: Checking if topic generation is complete
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Prompt #9: Classify nouns into topics

SYSTEM PROMPT:

Forget previous prompts.
You are an economic & finance topic research assistant. You will be given some nouns or noun phrases,
and your task is to classify each noun into one or several of the following topics:

LIST OF TOPICS _
Only answer the topic names that best fit the noun. If the noun doesn’t belong to any topic, answer

"N/A". Output your answer in JSON.

USER PROMPT:

Here are the noun or noun phrase:
{context}

Which topic does each noun belong to? Answer only the topic name.
Output format:
{"Nounl": Topic 1, Noun2: Topic 2, ...... }

Prompt 9: Classify nouns into topics

Prompt 10: Classify (Noun: Description) tuple into “Qualitative” or “Quantitative”

SYSTEM PROMPT:

Forget previous prompts.

You are an assistant helping a research project where you need to classify a piece of information
extracted from a sell-side analyst report. The information provided to you will be presented in the
form of {"NOUN": "DESCRIPTION"} tuple.

Qualitative information includes non-numerical factors that provide insight into its operations, culture,
and narratives. Quantitative information includes verifiable numerical business or accounting data, or

other kinds of statistics. o o o ) )
Return letter A if it is Quantitative, letter B if it is Qualitative, and letter C if unclear. Please write

only a letter A, B, or C. Add no other formatting or bolding.

USER PROMPT:

Here is the information tuple:
{context}

Is this information tuple quantitative or qualitative? Return letter A if the information is the
Quantitative, letter B if the information is Qualitative, and letter C if unclear.
Please write only a letter A, B, or C. Add no other formatting or bolding.

Prompt 10: Classify (Noun: Description) tuple into “Qualitative” or “Quantitative”

Prompt 11: ChatGPT-40’s evaluation of Top 1000 topic classifications

SYSTEM PROMPT:

You are a financial expert helping a research project. You will be given a noun or noun phrase, a topic
name, and a list of candidate topic names.

Your task is to determine if the noun is best characterized by the chosen topic name among all the
topics.

Return A if it is the best topic name, and B if it is not the best topic name.

Please write only a letter A or B. Add no other formatting or bolding.

USER PROMPT:
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The noun or noun phrase is: {NOUN}

The chosen topic is: {CHOSEN TOPIC}.

Is {CHOSEN TOPIC} the best topic for {NOUN} among all the topics in the list? Answer only A (for
yes) or B (for no).

Prompt 11: ChatGPT-40’s evaluation of Top 1000 topic classifications

Prompt 12: Find Assertive Language

SYSTEM PROMPT:

You are an economic and finance research assistant. You will be given a passage of analyst
reports, and your task is to identify if the analyst uses assertive language. Please analyze the tone and
language, especially for signs of overconfidence, such as assertive phrasing, unwarranted certainty, or
definitive predictions without qualifiers.

USER PROMPT:

Here's a passage from the analyst report:

{Context}

Does the analyst use any assertive phrasing, unwarranted certainty, or definitive predictions without
qualifiers.  Answer 0 if no, and 1 if analyst uses assertive, definitive, or absolute language like
“undoubtedly,” “we are very confident,” “definitely,” “no doubt,” etc. Answer only 0 or 1.

Prompt 12: Find Assertive Language

Prompt 13: Find Reference of Past Events

SYSTEM PROMPT:

You are an economic and finance research assistant. You will be given a passage of analyst
reports, and your task is to identify if the analyst talks about any historical events or episodes about
the firm. Note that | am not looking for current events or events that happened in the recent past.

USER PROMPT:

Here's a passage from the analyst report:

{Context}

Does the analyst talk about any historical events or episodes? Answer 0 if no, and 1 if analyst talks
about historical events or episodes about the firm. Please don't answer any current events or events
that happened in the recent past. Answer 0 or 1 only.

Prompt 13: Find Reference of Past Events

Prompt 14: Find Reference of Consensus Forecast

SYSTEM PROMPT:

You are an economic and finance research assistant. You will be given a passage of analyst
reports, and your task is to identify if the analyst talks about street or consensus estimates.

USER PROMPT:

Here's a passage from the analyst report:
{Context}
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Does the analyst talk about consensus or street estimates? Answer O if no, and 1 if analyst describes
"street estimates” or "consensus estimates”. Answer only 0 or 1.

Prompt 14: Find Reference of Consensus Forecast

Prompt 15: Find Reference of Past EPS Forecast

SYSTEM PROMPT:

You are an economic and finance research assistant. You will be given a passage of analyst
reports, and your task is to identify if the analyst talks about his previous forecasts or research reports.
Note that | am not looking for current forecast.

USER PROMPT:

Here's a passage from the analyst report:

{Context}

Does the analyst talk about his previous EPS forecast? Answer 0 if no, and 1 if analyst talks about
his previous forecast or past research report. Answer only 0 or 1.

Prompt 15: Find Reference of Past EPS Forecast
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OA.6 Information Extraction Example

From Credit Suisse’s report of Bath & Body Works (BBWI) on 02/25/2022:

“Importantly, the rollout of the Loyalty program will be a -$50m drag to revenues and gross profit
dollars in 2H. BBWI’s 2022 guidance embeds SGEA dollars -1% to +4% YOY. But the company
noted that its model includes $75m of one-time costs to separate IT systems from Victoria’s
Secret. Ex those costs, SGEA dollars are implied flat to -5% YOY. BBWI noted investments in
2022 in improving IT, but also to bring marketing spend back up to pre-COVID levels. On its face,
we think it will be difficult to hold SGEA dollars flat or even down YOY given those investment
priorities. But we’d note that BBWI is carrying the vast magjority of the full corporate costs of the
combined legacy been working to bring the total corp cost structure down to the right sized for the
standalone BBWI organization (explaining the guidance for SGEA to be lower YOY in dollars).”

Factual content summarized by LLM:

“BBWTI has provided guidance for its 2022 performance. The company’s 2022 guidance embeds
SG&A dollars -1% to +4% YOY. Additionally, BBWI is carrying the vast majority of the full
corporate costs of the combined legacy companies and is working to bring the total corp cost
structure down to the right size for the standalone BBWI organization. In 1Q, SG&A is guided
down -3% YOY, partly due to lapping a $25m charitable contribution in 1Q21 (which will likely
repeat but at a lower rate this year). The rollout of the Loyalty program will be a -$50m drag
to revenues and gross profit dollars in 2H. BBWI is also investing in improving IT and bringing
marketing spend back up to pre-COVID levels.”

Subjective content summarized by LLM:
“The analyst believes BBWI will have difficulty holding SG&A dollars flat or even down YOY
due to investments in improving IT and bringing marketing spend back up to pre-COVID levels.”

Information tuple extracted by LLM: factual content:

“SG&A”: “-1% to +4%”
“Corporate costs”: “right size”
“IT”: “improving”

“Marketing spend”: “pre-COVID”

Information tuple extracted by LLM: subjective content:

o “SG&A”: “difficulty”

Table OA.12: Example of factual and subjective content summarization
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OA.7 Additional Examples of LLM Responses

OA.7.1 Validity of identifying stock information

As a proof of validation, Figure OA.15 reports the fraction of IBES announcements for which
the LLM can find the corresponding ticker, for which LLM can find the ticker’s EPS forecast,
and for which the EPS forecast extracted from the textual content by the LLM exactly matches
the record in IBES.?® The LLM can correctly find the stock in the relevant context 91.4% of the
time, and 77.3% of the time the LLM can find the numerical number for the analyst’s forecast.
Furthermore, 56% of the time the numerical number extracted by the LLM exactly matches the
IBES record. This high accuracy in extraction performance assures the LLM’s ability to read

through the context as well as the relevance of the retrieved contexts.

I also conduct two placebo tests for the efficacy of using LLM to identify stock information.
In the first placebo test, I replace the actual stock ticker with MSFT, and prompt the LLM to
identify MSFT in contexts associated with announcements not related to MSFT. As shown in the
second column of Figure OA.15, the LLM correctly reports that it cannot find MSFT nor its EPS
forecasts. In the second placebo test, I replace the actual stock ticker with “S&P500”. While the
LLM reports that it can find reference to S&P500 in many contexts (as many equity reports will
mention what the overall market is doing), it cannot find EPS forecasts for S&P500, which are
in fact non-existent in the context. These placebo tests validate that RAG with CoT will make
LLM correctly report “I don’t know” when the information is in fact not present in the context.

100.0%
91.4%

90.0%

77.3%

80.0% 74.8%
70.0%
60.0% 56.0%
50.0%
40.0%
30.0%
20.0%
0/
1:2: ﬂ 0.2%  0.0% ﬁ 0.0%
o Actual Placebo: MSFT Placebo: S&P 500

m Found ticker m Found EPS forecast M EPS forecast matches IBES

Figure OA.15: RAG retrieval validity of finding stock EPS information.

56Since the prompt does not specify the horizon for the analyst’s EPS forecast, I count an exact match if the
extracted EPS forecast matches any EPS forecast across horizons.
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OA.7.2 Separating factual and subjective content

From JPMorgan’s report of Incyte Corp (INCY) on 08/21/2021:

“We have a Neutral rating on INCY. We see long-term value in the company primarily driven
by the Jak inhibitor, Jakafi, as well as an increasingly broad new product pipeline with late-stage
shots on goal (notably tafasitamab and topical ruzolitinib). In the near term we look for greater
visibility into these ongoing and/or pending new product launches to have greater conviction in
the upside case for this story. INCY is well capitalized with $2.1B in cash.”

Subjective content summarized by LLM:

“The analyst believes INCY will have long-term value driven by the Jak inhibitor, Jakafi, as well
as an increasingly broad new product pipeline with late-stage shots on goal (notably tafasitamab
and topical ruxolitinib). In the near term, they look for greater visibility into these ongoing
and/or pending new product launches to have greater conviction in the upside case for this story.”

Factual content summarized by LLM:
“Incyte Corporation is well capitalized with $2.1B in cash.”

From Wells Fargo’s report of SunCoke Energy (SXC) on 05/01/2012:

“SXCP closed its acquisition of Lakeshore Coal Handing for $28.6M in cash. The company
provides coal handling and blending services to Indiana Harbor coke making operations, which
are currently owned by SXCP’s parent (SXC). The deal is expected to boost DCF by $4M ($0.12
per unit), which represents 6% accretion. More MEA to follow; another 19% of potential
accretion. The Kanawha transaction, which also provides coal blending and handling services,
closes in Q4 2013 and is expected to adds $0.18 per unit to DCF (9% accretive). We also estimate
another $0.20 per unit (10% accretive) related to assets drop downs from parent SzC' as early as
Q1 2014 (remaining stake in Haverhill and Middletown assets), SXCP a top pick. We continue
to like SXCP due to MEA catalysts combined with attractive valuation. Post transaction, we
estimate SXCP trades at 9X 2014 DCF vs. the MLP universe near 12X. We also like parent SXC,
which should benefit from MEA at SXCP, and believe shares will trade better once the Indiana
Harbor contract with ArcelorMittal is renewed.”

Subjective content summarized by LLM:
“The analyst believes SXC will benefit from M&A at SXCP, which should drive its shares to trade
better once the Indiana Harbor contract with ArcelorMittal is renewed.”

Factual content summarized by LLM:
“SXC owns Indiana Harbor coke making operations, which are serviced by Lakeshore Coal
Handling. The company also has a remaining stake in Haverhill and Middletown assets.”
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From KeyBank Corp’s report of Watts Water Technologies (WTS) on 05/01/2012:
“Watts Water Technologies, Inc. WTS: Solidly In-Line 3Q15; High Impact Items An-
nounced/Underway/Completed.  Following 3Q15 earnings, we are reiterating our QOuverweight
rating given the Company’s encouraging operational execution and multitude of high-impact
initiatives either announced, completed or underway. We continue to view WTS’s accelerated DIY
exit positively, and see meaningful earnings power ahead amid management’s progressing Trans-
formation efforts. Solid FCF and active capital allocation support WTS’s internal improvement
story, with favorable exposure to eventual N.A. and EMEA recoveries.”

Subjective content summarized by LLM:

“The analyst believes WTS will have meaningful earnings power ahead amid management’s
progressing Transformation efforts. The company’s accelerated DIY exit is viewed positively, and
solid FCF and active capital allocation support the internal improvement story, with favorable
exposure to eventual N.A. and EMEA recoveries.”

Factual content summarized by LLM:
“Watts Water Technologies, Inc.’s 3Q15 earnings were solidly in-line. The company has
announced, completed, or is underway with various high-impact initiatives.”

From KeyBank Corp’s report of Watts Water Technologies (WTS) on 05/01/2012:
“KeyBanc Capital Markets Inc. ("KBCMI”) does and seeks to do business with companies covered
in its research reports. Asa result, investors should be aware that the firm may have a conflict of
interest that could affect the objectivity of this report. Investors should consider this report as only
a single factor in making their investment decision. This report has been prepared by KBCMI. ”

Subjective content summarized by LLM:
“N/A??

Factual content summarized by LLM:
“There is no factual information about WTS or WTS mentioned in the text that relates to the
company’s operations, business, and financials.”
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OA.7.3 Extracting financial concepts

Factual content summarized by LLM:

Vishay expects its contract wins to generate revenues at an annualized $50-$60 million in the back
half of 2014. The company’s Capella business has a break-even point of about $25-$30 million in
annual revenues, which suggests that it will be contributive to margins even at current revenue
levels. Despite weak distribution trends and currency headwinds in 3Q14, Vishay kept its fixed
costs under control and prevented significant margin contraction.

Financial economic concepts extracted by LLM:

“Revenue”: “$50-$60 million”
“Contract wins”: “annualized”
“Break-even point”: “$25-$30 million”
“Fixed costs”: “under control”
“Margin”: “prevented contraction”

Factual content summarized by LLM:

The factual information about HII (or H2) related to the company’s operations, business, and
financials is that there were operational issues in P&S-US. The Electronic Systems and Cyber
segment performed better than expected, which offset some of these issues. There was also a
change in the comment on debt from ’broadly unchanged’ to ’little changed’. The company’s
underlying operating income for H1 came in at GBP874m, which is a 10% decrease compared to
H1 17.

Financial economic concepts extracted by LLM:

o “Debt”: “little changed”
e “Orders”: “N/A”
e “Operating income”: “10% decrease”

Factual content summarized by LLM:

MLTX has completed enrollment for its Phase 2b ARGO trial with a sample size of 200 patients
ahead of schedule. The company plans to announce the topline 12-week data in the first half of
November 2023. Additionally, MLTX is expected to host a Capital Markets Day in New York on
September 11, 2023, to provide updates and frame expectations ahead of both the 12-week topline
ARGO and 24-week MIRA readouts. MLTX ended 2Q23 with $501.8M in cash and equivalents,
which is sufficient to fund operations until 2026.

Financial economic concepts extracted by LLM:

e “Enrollment”: “ahead-of-schedule”
e “Data readout”: “N/A”
e “Cash”: “sufficient”

OA.8 Topic Classification
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Topic

Sub-topic

Topic

Sub-topic

Topic

Sub-topic

Asset Management
Business Strategies
Business Strategies
Business Strategies
Business Strategies
Cash

Consumer Demand
Consumer Demand
Corporate Leadership
Corporate Management
Cost

Cost

Debt

Debt

Financial Planning
Funding

Human Resource
Human Resource
Industry Landscape
Industry Landscape
International Markets
Inventory

Legal

Legal

Macroeconomy
Macroeconomy
Macroeconomy
Macroeconomy
Marketing

Mergers and Acquisitions
Mergers and Acquisitions
Oil and Commodities
Product Market
Product development
Product development
Production
Production
Profitability
Profitability
Profitability
Profitability

Research and Development
Research and Development
Risk

Risk

Risk

Risk

Supply Chain

Supply Chain

Taxes

Valuation

Asset Growth

Business Growth

Legacy Business Elements
Pricing Strategies

Royalty Payments

Free Cash Flow

Customer Base

Demand

Executive Personnel

Company Restructuring

Cost Management
Depreciation and Amortization
Liabilities and Debt

Interest Expense

Financial Management

Equity and Financing
Employee Compensation and Benefits
Pension and Benefits

Industry Consolidation

Peer Comparison and Analysis
Global Trade

Backlog and Orders Management
Litigation and Disputes
Financial Compliance
Economic Impacts of Fiscal Policy
Inflation

Government

Central Bank

Branding and Marketing
Acquisitions

Synergies

Commodities

Market Presence

Product and Service Development
Product Lifecycle
Manufacturing and Production
Raw Materials Management
Dividend

Profitability

Sales

Net Income

Innovation and Development
Technology Development and Management
Cybersecurity

Social Responsibility
Delinquencies and Credit Risk
Weather Impact

Logistics and Supply Chain
Shipments and Deliveries
Taxes and Benefits

Valuation Methods

Asset Management
Business Strategies
Business Strategies
Business Strategies
Cash

Cash

Consumer Demand
Consumer Demand
Corporate Leadership
Corporate Management
Cost

Cost

Debt

Financial Planning
Financial Planning
Funding

Human Resource
Human Resource
Industry Landscape
International Markets
International Markets
Inventory

Legal

Legal

Macroeconomy
Macroeconomy
Macroeconomy
Macroeconomy
Marketing

Mergers and Acquisitions
0Oil and Commodities
Product Market
Product Market
Product development
Product development
Production

Production
Profitability
Profitability
Profitability

Research and Development
Research and Development
Research and Development
Risk

Risk

Risk

Risk

Supply Chain

Taxes

Valuation

Asset Management

Business Operations

Contract Negotiations and Agreements
Websites and Online Presence
Cash Flow

Liquidity and Funding

Customer Engagement
Subscriptions and Services
Management Guidance and Outlook
Business Investment

Costs of Goods Sold (COGS)
Operational Costs

Leverage

Financial Planning and Budgeting
Financial Transactions

PO

Employee Management and HR
Talent Management

Industry Peers

Foreign Market

Currency Exchange

Inventory Management

Legal Disputes

Insurance

Economic Impacts of Monetary Policy
Macroeconomic Trends
Demographics

Mortgage and Real Estate
Marketing

Mergers and Acquisitions

Oil and Energy Price

Market Expansion

Market Share

Product Development and Launch
Product Management

Production and Operations
Mining and Resources

Earnings

Profitability Margins

Sales and Revenue

Clinical Trials

Research and Development
Therapeutic Development
Environmental Impact

Risk Management

Disaster Impact

Financial Risk

Supply Chain Management
Taxation and Regulations

Stock Market Valuation and Performance

Asset Management
Business Strategies
Business Strategies
Business Strategies
Cash

Consumer Demand
Consumer Demand
Corporate Leadership
Corporate Leadership
Corporate Management
Cost

Debt

Debt

Financial Planning
Funding

Human Resource
Human Resource
Industry Landscape
Industry Landscape
International Markets
International Markets
Legal

Legal

Macroeconomy
Macroeconomy
Macroeconomy
Macroeconomy
Marketing

Marketing

Mergers and Acquisitions
0Oil and Commodities
Product Market
Product Market
Product development
Production

Production

Production
Profitability
Profitability
Profitability

Research and Development
Research and Development
Research and Development
Risk

Risk

Risk

Risk

Supply Chain

Taxes

Valuation

Financial Instruments
Growth Strategies

Digital and Business Transformation
Retail and Commerce

Cash Management

Consumer Demand

Customer Membership
Corporate Leadership
Leadership and Governance
Real Estate Operations
Expenses

Debt Management

Credit and Lending

Working Capital Management
Funding and Capitalization
Education and Research
Human Capital

Competitive Strategy
Industry Trends

International Trade
Geopolitics

Compliance and Regulations
Regulatory Compliance
Economic Conditions
Economic Policies and Regulations
Interest Rates

Financial Crises

Branding and Franchise
Advertising and marketing
Collaboration and Partnership
Oil Price

Market Opportunities

Market Trend

Product Development and Pipelines
Capacity Expansion
Productivity

Infrastructure Management
Earnings Growth

Revenue

Sales Performance
Interllectual Property

Patent and Licensing

Medical and Healthcare

ESG

Bankruptcy

Pandemic

Volatility

Distribution Channels

Taxes

Valuation and Multiple

Table OA.13:

Topic Definitions
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OA.10 Estimating Traditional Topic Models

To showcase the necessity of using LLMs in information extraction from analyst reports, I compare

the performance of two traditional topic modeling approaches.

Latent Dirichlet Allocation First, I estimate Latent Dirichlet Allocation (LDA) models. LDA
is a widely used model that decomposes the term-document frequency matrix into topics (distri-
bution of words) and the document composition of topics. It is a simple model because it only
uses the counts of vocabulary in documents, and does not utilize information on the semantics of

the words.

To estimate LDA model, I select the longest analyst report in each month, and use the most
frequent 5000 words as my vocabulary to construct the term-document frequency matrix. In the
estimation, the topic number and Dirichlet prior parameters are hyperparameters. I vary the topic
number to be from 2 to 200 and set the Dirichlet priors to be the 1/topic number, the default
choice in many LDA packages. To evaluate the model performance, I estimate the model using
half of the documents, and I compute the perplexity score and (negated) log-likelihood of the other
half of the documents. Topics are better when both scores are low. Figure OA.16, however, shows
that both scores increase in the number of topics, and the global minimum occurs with only eight
topics. This suggests the term-document frequency matrix is not informative enough for the LDA

to discover more granular topics.
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Figure OA.16: Perplexity and Log-likelihood of LDA models with different number of topics

Embedding clustering Another popular method to generate topics is to cluster words based on
their embedding vectors. As embedding vectors capture semantic meanings of words, unsupervised

clustering algorithms can be performed to search and group similar words together, which forms
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topics in the semantic space. However, this approach requires clustering structure of words in the
embedding space. In Figure OA.17, I report the Hopkins statistics of the embedding vectors of the
most frequent 5000 words.?” Because the Hopkins statistics only works for low dimensional vectors,
I consider the top 5 and 10 principal components of the embeddings. I find that for all embedding
models considered, from simple Word2Vec to complex Llama3.1, the Hopkins statistics are lower
than 0.9, which is the common threshold to reject that the embedding vector distributions are

different from a random uniform distribution.
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Figure OA.17: Hopkins Statistics of Different Embedding Vectors

In addition, I perform clustering algorithms including K nearest neighbors (KNN), agglomera-
tive hierarchical clustering (AggHier) and DBSCAN on the embedding vectors, and I compute the
Silhouette and Calinski-Harabasz scores with different cluster numbers. These two scores measure
the internal similarity and external dis-similarity of the embeddings within and across clusters,
and higher scores are better.”® Figure OA.17 shows, that for most the embeddings and clustering
algorithms considered, the highest score occurs when the algorithm only estimates two clusters.
This indicates that these algorithms cannot cluster words into meaningful groups based on their

embeddings alone when we look for granular clusters.

d
5"Hopkins statistics is defined as H = %, where w; is the distance from z; to its nearest neighbor in
2 ud s, w

dataset X, and u; is the distance from y; generated from uniform distribution to X, and d is the data dimensionality.

®8Gilhouette score is defined as s(i) = % where a(i) is average distance between i and all other

points in the same cluster, and b(7) is the smallest average distance between 4 and all points in any other cluster,
and the aggregate score is computed by averaging s(i) across data points. Calinski-Harabasz index is defined as
CH = %m, where BC'SS is the between-cluster sum of squares and WCSS is the within-cluster sum of

squares. For each score, I normalize it by the score with k = 2 clusters for better comparison.
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Figure OA.18: Explained variance ratios of topic principal components of embeddings

Notes: This plot shows the ratios of explained variance of topic principal components of the embeddings vectors
for all Nouns and Descriptions, respectively.

Profitability characteristics

sales Revenue fnl_grla 1-year financial liability growth

sale_grl 1-year Revenue growth dbnetis_at Debt issuance to asset

sale_be Revenue to book equity debt_grl 1-year debt growth

net_income Net income debtlt_grla 1-year long-term debt growth

ni_grla 1-year net income growth dltnetis_at Long-term debt issuance to asset

ni_ be Net income to book equity debtst_grla  1-year short-term debt growth

gp_sale Profit margin dstnetis_at Short-term debt issuance to asset
dgp_dsale Profit margin change dltnetis_mev  Long-term debt issuance to market equity
ope_grla 1-year operating profit growth dstnetis_mev Short-term debt issuance to market equity
ope_be Operating profit to book equity dbnetis_mev  Debt issuance to market equity

ope_bell Operating profit to lagged book equity

cop_bev Operating cash flow to book equity

cop_mev Operating cash flow to market equity

ebit_grla l-year EBIT growth

ebit_sale EBIT to revenue ratio

ebitda_grla 1-year EBITDA growth
ebitda_sale EBITDA to revenue ratio

Table OA.14: List of stock characteristics as proxies for Profitability and Financial Conditions
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OA.11 Examples of Overreaction to Qualitative Informa-
tion

JCPenney (JCP) and its new CEO

Background and news After experiencing lack of sales growth, JCP hired Rob Johnson from Apple as its
new CEO, who introduced a multi-year turnaround roadmap, including a new pricing strategy (“price clarity”) in
2011.

Analyst’s reaction Matthew Boss at JPMorgan raised 2012 EPS forecast to $1.62 from $0.89 and 2013
forecast to $2.76 from $1.98.

Reason for revision Boss noted that “Rob Johnson spoke to strong initial traction and increased vendor
base buy-in to the company’s new pricing strategy” and that (JPMorgan) “believe the setup remains favorable with
positive near-term catalysts in place (additional brand announcements, Town Square center core details, timing of

top-line traction)”. He wrote that “every journey begins with a first step”.

Result JCP had a 22% sales decline by mid-year 2012 and cut 600 more staff in April. Rob Johnson was fired
in April 2013.

General Motors (GM) and Cruise

Background and news Cruise was a self-driving car company that was acquired by General Motors (GM)
in 2016, focusing on producing a fleet of driverless taxis. On December 1, 2017, GM held an investor event focusing

on the recent developments on AVs.
Analyst’s reaction Guggenheim Securities upgrade GM to BUY and raise price target from $48 to $52.

Reason for revision Guggenheim noted that “We expect GM to showcase the advanced status of its tech-
nology, which could give it a competitive advantage in putting autonomous vehicles on the road and monetizing
the ride. GM has expressed notable optimism about the status of its AVs, and seems confident it can launch a

ride-hailing fleet of robo-taxis well before 2020 for geo-fenced urban areas.”.

Result GM’s stock traded in the $30-40 range for the next 3 years. Its robo-taxi fleet never come to life, and
in December 2024 GM stopped funding Cruise.

Twitter

Background and news Twitter announced a better-than-expected Q3 result on Oct 26 2015, but provided

a lowered guidance for Q4.

Analyst’s reaction on Nov 16, 2025, Roth Capital Partners lowers its 2016 EPS forecast to $0.51 from $0.65.
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Reason for revision Roth Capital Partners noted that “A difficult user experience, high attrition and

4

declining engagement continued to be challenges.” and that “We have not noticed improvement in matching content

to our personal interests in our anecdotal experience.”

Result Twitter had a $0.57 EPS for 2016. Roth Capital Partner’s revision from $0.65 to $0.51 therefore is an

overreaction.

OA.12 Examples of Behavioral Mechanism Detection

OA.12.1 Confidence

Jeffrey Swarz from Credit Suisse for Gilead Science (GILD) on 6/12/1998:

That process typically involves an evaluation of the potential efficacy and safety of that new drug, the potential
economic impacts of adoption of the drug, where that drug should be adopted,and how that drug compares with
existing therapies whether they are drugs or other forms of intervention. This process is the reason that we
are very confident patient, a really refractory unstable angina patient, go ahead and use aggressive

therapy.

Ellen Zickmann from William Blair for Abercrombie & Fitch (ANF) on 7/28/1999:

Product is secondary to maintaining the brand. The clothes are just one of many vehicles used to convey the
branding message. Other components critical to creating the image are: 1) its energetic stores staffed with great-
looking "brand reps”, 2) its edgy, skin-bearing magalog, the AEE Quarterly, 3) its newly created catalog, 4) its
Web site, and 5) print advertising. Customers aspiring to be part of AEF’s lifestyle want to “hang out” in the
stores, carry the shopping bag, read the magalog, and wear the logo. We are very confident in management’s
abilities to continue to successfully expand its current businesses and leverage its core competencies

of branding and merchandising into new growth vehicles.

Jonathan Braatz from Oppenheimer for Neogen Corp (NEOG) on 6/13/2002:

Moreover, we have little doubt that the private sector will independently adopt tighter controls and testing procedures.

As a result, we are very confident that most food producers/processors/millers/importers/distributors/retailers
will devote greater resources in the future to the detection and elimination of food pathogens before

the food reaches the consumer

Safa Rashtchy from Piper Sandler for Netflix (NFLX) on 8/6/2002:

We believe some of the recent pullback in Netfliz shares may have been caused by confusion regarding Blockbuster’s
new subscription plan. However, due to the reasons above, we do not expect short- or long-term pressure on Netflix
business from the Blockbuster roll out...... We are very confident in our estimates, and we believe they

may prove conservative, as the Company has significant leverage in its customer acquisition costs.

Johan Bergtheil from JPMorgan for Freeport-McMoRan Inc (FCX) on 9/29/2004:
Our commodity research team believes that the global copper supply/demand balance will go from its current deficit to

equilibrium in 2005. We are very confident in FCX’s increased copper production given management’s
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plan for a group analyst mine tour in Indonesia next week—FCX’s first in the past four years.

Brian McKenna from JMP Securities for Carlyle Group (CG) on 5/4/2023:

It was the first time we heard from Carlyle’s new CEO, Harvey Schwartz, and he made it very clear that he was
"not pleased” with first-quarter earnings,although he does believe there is a “massive”long-term potential for the
firm (we are looking forward to hearing more from him in the future around how he sees the business evolving
longer term). It will definitely take some time for Mr. Schwartz to start to make a noticeable impact broadly at the
company (and he clearly cannot control what happens in the macro), but given his impressive tenure in the
industry, we are very confident in his ability to lead the firm through this tough time and ultimately

re-accelerate growth at Carlyle to a level more in line with the broader industry.

OA.12.2 Memory

Scott Reamer from TD Cowen for Amazon (AMZN) on 10/13/1998:

Though we expect Amazon to reach that customer level sometime in mid-1999, we believe AMZN may be given
more berth thanks to the structurally lower profit potential of the book business. We remember vividly when
AOL was spending upwards of $300per subscriber, a condition that the market promptly rewarded
by whacking 66% off the stockin five months in 1995.

Beth A. Cariello from Deutsche Bank for Pfizer (PEE) on 11/16/1999:
Depending on thequality and validity of the data, we believe the sales potential could be between 3200 million and
$500 million. We remember PFE’s optimistic story on Tenidap several years ago, and do not want

to fall into that same trap again, as the real FDA issues were far greater than PFE acknowledged.

Gary J. Holdsworth from Wedbush for PetSmart Inc. (PETM) on 4/20/2004:

Once upon a time in, the upstart dot.com pet stores sought to bury “brick and mortar” retailing
in the “old economy” boneyard. For all their flash and style (we remember the obnoxious sock-
puppet from Pets.com which became a symbol of the entire dot.com craze) at the end of the day,
the dot.coms were surprised to discover that business plans that sought to make money shipping
$20, 20-pound bags of dog food around at negative margins just did not work once the VC money
was burned through. Many of the dot.coms went bankrupt or were acquired and absorbed into their
brick and mortar cousins. Today, PETM and PETC each sell products online,but each company’s online sales

represent less than 5% of total company sales.

Kevin W. Sterling from BB&T Capital Markets for Fedex (FDX) on 11/29/2012:

Could an extended strike cause chaos and panic? We remember in 2002 when shippers were frustrated and
saw their goods sitting on vessels for days on end, thus many have diversified their supply chain,
expanding ports of call to Oakland, Seattle, Houston, etc. However, shippers who still have exposure to

the ports of LA and Long Beach may be in a bind if an extended strike occurs.

James K. Wicklund from Credit Suisse on Weatherford International PLC (WFT) on 5/13/2013:

There are a number of investors that are surprised the CEO is still there. We are not. Having done this for a
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while, we remember when Bernard ...... were hailed for generating more shareholder value than any
other OFS CEO for a decade. The board of directors approved the promotion of the CFO in 2006, which was
the beginning of the dramatic change ...... It would be a mistake to under-estimate Bernard. He is very smart, he
has proven his ability to generate shareholder value, he has not missed the issues that have put the company where
it is today. Credibility takes time to be rebuilt but a couple of quarters of clean, on-target results and no more black

swans could do it.

Sterling Auty from JP Morgan on Zscaler Inc. (ZS) on 5/27/2021:

Monday at the conference we had the CEO of Palo Alto Networks who talked about the challenges of complex
applications like treating that have difficulty utilizing proxy-based architectures over the cloud. ZS refuted this claim
suggesting that properly built applications of all types absolutely can utilize and benefit the security focus architecture
of a proxy-based system. We have covered the cybersecurity industry for greater than 20 years and
we remember back to the initial architecture arguments of the firewall vendors that utilize proxry-
based architecture. The common belief was that proxy-based firewalls like the Secure Computing Sidewinder offer
greater security, but stateful inspection (later to become deep packet inspection or DPI) based firewalls offered greater

performance.

OA.12.3 Reference to past beliefs

Nancy Benacci from KeyBanc for AVX Corp (AVX) on 6/10/2005:

Although distributor inventory liquidation appears complete, our checks indicate that there is no desire on the part of
distributors to restock inventory above current levels. AVX’s questionable fiscal 4Q05 results also raise concerns
about our previous belief that AVX should see near-term benefits from any potential improving trends

in the component industry and substantial operating leverage.

Jimmy Bhullar from JPMorgan for Principal Financial Group (PFG) on 8/5/2008:

The shortfall in deposits, in turn, pressured net flows, which declined from $3.0 billion in 1Q08 to $1.1 billion,
below our $1.9 billion forecast. Despite our previous beliefs, we have yet to see a noticeable impact on
deposits or lapses due to the week economy and the decline in the equity market. However, we remain
concerned about the long-term impact on net flows and margins from increasing competition in the pension market

and a steady shift in PFG’s AUM mix toward more ESOP business and larger accounts

Hideyuki Maekawa from Credit Suisse for Samsung (SSNLF) on 11/4/2008:
We believe our previous belief that some yield loss and a supply disruption would turn the cycle is
too optimistic now, as demand is worsening and supply has been and is expected to be rather resilient in the face

of the financial crisis.

Mark Mahaney from RBC for Trade Desk Inc. (TTD) on 5/8/2020:
We are stepping away on rich valuation and our previous belief that Ad Revenue would hold up bet-
ter than it did because of programmatic and CTV. Revenue turned out to be less resilient (see Exhibit 3) given

the “switch off / switch on” nature of Programmatic and exposure to harder hit channels like Digital Display.

David Lewis from Truist Securities on Unum Group (UNM) on 5/11/2001:
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We do not believe that was the case in 4Q00, but viewed part of 4Q00’s robust growth a product of easy comparisons,
a stabilized sales force, and easing competition. UNM’s “more normal” 12% sales growth in 1Q01 confirms

our previous beliefs.

David MacDonald from Leerink for CVS (CVS) on 1/14/2002:
At this point, we have mot changed our estimates. However, given the sizablecontribution from the hepatitis C
product line (10-15% of revenues and 20-25% of profits), and a supply picture that may be choppy, we have less

conviction in our previous belief that our 2002 estimates could have meaningful upside.

David Boft from CIBC for Interpublic (IPG) on 3/30/2003:
Interpublic reiterated guidance for an organic revenue decline of 1%-4% in 2003. The filing confirmed our
previous beliefs that the March conwvertible offering and tender offer for the zero coupon notes

should alleviate some of the restrictions on Interpublic’s cash usage.

OA.12.4 Reference to consensus forecasts

Ryan Brinkman from JPMorgan for Tesla (TSLA) on 7/20/2023:
We are lowering our earnings estiamtes for Tesla shares today—and suspect the Street will as well—after
the company’s fourth straight operating profit miss vs. Bloomberg consensus, brought about again by the continued

trading of profits for sales.

Daniel Binder from The Buckingham Research Group for Costco (COST) on 7/20/2023:

Original EPS guidance of $0.46 to $0.48 for the quarter had been based on a 3-5% comp store sales gain in
4Q00, but with comps falling below plan we believe the consensus will probably gravitate toward our more
conservative EPS estimate of $0.44 for the quarter. Since we had already lowered our EPS estimates early

last week, we are maintaining our current forecasts for the quarter and for the full-year 2000.

Kit Case from Southwest Securities for TTEC Holdings (TTEC) on 8/3/2021:

While reported results were just $0.01 below the consensus, management gave additional guidance on the expected
future impact of enhansiv (30.02 per quarter). Our original model included a significant cash requirement through
FY02, which we do not believe many other analysts had incorporated these costs into their models.

As such, we believe the consensus estimates will be reduced closer to our numbers.

Rupak Ghose from Credit Suisse for Hexcel (HXL) on 12/7/2007:

To reflect a slightly more conservative outlook for 2008 (given the difficulty of timing the 787 and A380 ramp-
up) we are reducing our 2008 EPS by$0.03 to $0.91—still within the guidance. That said, since we are more
comfortable with the long-term outlook (as the company’s expectations confirm many of our internal estimates), we
are publishing our 2009 estimate, which calls for 38%growth to $1.26—which is well above the consensus and

we believe the street will push higher over the next 6-12 months.

John McNulty from Credit Suisse for Ashland (ASH) on 9/21/2011:
For F2012, in speaking with the company, we believe the expense will be $40-50 mil (down from $90-100 mil under
the old policy),which will result in a similar boost of 5?0.41 (using the midpoints). While our estimates for F2011/12
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by new policy could potentially increase 12%/7.5% to $3.90/5.86, we are not adjusting our estimates until

they report their F4Q earnings, when we believe the consensus will also move up.
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