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Abstract

This study critically evaluates the proactive cybersecurity strategies of managers in
publicly traded companies, leveraging a unique dataset of actual cybersecurity risk measures
from a leading cybersecurity scores company. I find that managers exhibit an awareness
of their cybersecurity risks and engage in preemptive actions to either enhance their
cyber defenses, acquire cyber insurance, or increase cash reserves before a breach or some
combination of these actions. This investigation reveals that while some firms bolster their
cyber defenses, others opt for cyber insurance and increased cash reserves as precautionary
measures. The findings indicate that cyber insurance is not complementing but rather
substituting for investment in cyber defense mechanisms. This substitution raises concerns
about the cyber insurance market’s adverse selection and moral hazard problems.
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1 Introduction
In the current business environment, the risk associated with cybersecurity has emerged as a
dominant issue, overshadowing other serious concerns such as political instability and climate
change-related risks. This heightened awareness is reflected in the findings of the 2021 Fortune
500 CEO Survey, where a substantial number of CEOs recognize cybersecurity threats as a top
challenge to their business continuity (Jamilov, Rey, and Tahoun 2021). High-profile cyber incidents,
including the 2013 Target breach that compromised the data of 40 million customers and the 2017
Equifax breach that affected 145.5 million individuals, have significantly contributed to this sense
of urgency (Florackis et al. 2022). Moreover, attacks on critical infrastructure, such as the Colonial
Pipeline, have amplified the gravity of cybersecurity concerns (Crosignani, Macchiavelli, and Silva
2021).

∗I would like to thank Dr. Kieschnick and Dr. Zhong for their insightful comments on earlier drafts of this paper.
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The scholarly response to these developments has been robust, with researchers meticulously
examining the aftermath of cyber breaches, particularly those originating from external threats.
Studies have analyzed various consequences, such as the impact on shareholder wealth (Gatzlaff
and McCullough 2010; Kamiya et al. 2021), corporate governance (Lending, Minnick, and Schorno
2018), brand reputation (Makridis 2021), and even the cost of capital (Jiang, Yu, and Zhang
2022; Florackis et al. 2022; Jamilov, Rey, and Tahoun 2021). Further investigations have covered
the influence on corporate investments and innovation (Lattanzio and Ma 2023), operations, and
mergers and acquisitions activities.

On the regulatory front, agencies have increased their vigilance, proposing new standards to protect
investors from cyber threats, with several measures slated for implementation by 2023 (SEC 2023,
2022, 2018, 2011). Complementarily, the Biden Administration has enacted legislation aimed at
reinforcing the nation’s cybersecurity framework. As a result of this heightened regulatory scrutiny
and pressure from consumers and stakeholders alike, businesses have been exploring methods to
mitigate such risks. The insurance industry has responded by offering cyber-risk insurance policies
designed to cover a spectrum of liabilities, ranging from compliance with data breach notifications
to compensations for consumer lawsuits, infrastructure repairs, and credit monitoring for those
impacted.

Given the well-acknowledged importance of cyber risk in modern boardrooms and among business
leaders (Bob Zukis 2021), it is expected that managers would proactively mitigate the costs
associated with potential cyber attacks. They can do this in three ways.

First, they can implement internal procedures to reduce the risk of such breaches. However, the
issue here is that the myriad of costs underpinning data protection serve as significant deterrents
to establishing comprehensive cybersecurity infrastructures within corporations. These include
the continuous expenses of administering and updating security measures, the financial burden of
deciphering and advocating for industry best practices, and the ongoing oversight expenditures
required once security mechanisms are operational. These substantial investments necessary for a
robust cybersecurity setup often seem unjustified, especially when the financial repercussions of
data breaches appear relatively minor in the grand scheme of corporate revenues.

Second, they can change their operations in a way that might mitigate some of the costs associated
with a breach. For example, they might increase their cash holdings before an attack to mitigate
the ex-post cash shock from a data breach.

Third, they can purchase cyber insurance to mitigate the ex-post costs associated with a data
breach. For example, the notorious data breaches at Home Depot, Sony, and Target in 2014 inflicted
financial damages on each company that amounted to less than one percent of their annual revenues
(Michael Kassner 2015). Taking Target as a case study, the initial losses totaled $252 million due
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to the cyberattack. However, the financial impact was substantially mitigated by a $90 million
payout from cyber insurance and an additional $57 million in tax deductions, ultimately reducing
the net loss to $105 million, which is nearly 0.1% of Target’s 2014 sales (Michael Kassner 2015).

Because of their exposure, one might expect insurance companies offering cyber insurance to
promote firm practices to reduce the odds of a successful cyber attack. Hence, the question of
whether cyber insurance promotes better cybersecurity practices among corporations remains open,
given some stakeholders’ doubts and concerns (Miller 2019; Bailey 2014 ). Especially when some
stakeholders suggest it does not (Bob Zukis 2021 ; Coble 2021). However, with the increasing number
of data breaches and the associated social pressures and intangible impacts such as reputational
consequences also on the rise, simply cutting corners on cybersecurity hygiene is no longer a viable
cost-saving strategy. This raises crucial considerations about how companies manage such risks
before they materialize and cyber insurance’s role in this context. Does it enhance corporate
cybersecurity, or could it undermine it by providing a false sense of security?

While a rich body of literature analyzes the financial market’s and management’s responses to cyber
incidents and the adequacy of risk pricing, the emphasis has been predominantly on post-breach
reactions. Studies (Florackis et al. 2022; Lattanzio and Ma 2023; Francis, Hu, and Shohfi 2021)
have touched on the ways firms adjust their investment and innovation strategies in the face
of heightened pre-breach cyber risks, yet most research focuses solely on the aftermath, leaving
pre-breach preparations and anticipations largely unexplored. This study builds upon and extends
the inquiries of these researchers by examining the implications for cash and risk management
policies conditioning on cyber insurance. It differentiates itself from prior works by leveraging actual
cyber risk data from a major cybersecurity firm and adopting a comprehensive data collection
methodology similar to Abbiati et al. (2021) , ensuring a representative sampling of data breaches.

The principal objective of this research is to examine the cash and risk management strategies
companies employ in anticipation of data breaches or escalating cyber threats. The investigation
reveals that while some firms enhance their cybersecurity measures, others increasingly rely on cyber
insurance and augmented cash reserves as a buffer. Surprisingly, it emerges that firms with cyber
insurance often display heightened risk profiles and are more prone to cyber-attacks. This finding
suggests a dependency on insurance policies at the expense of strengthening cybersecurity defenses.
Such a discovery signals a counterproductive dynamic where cyber insurance may be supplanting,
rather than supporting, robust cyber defense strategies. This phenomenon raises pivotal concerns
regarding moral hazard and adverse selection within the cyber insurance market, challenging the
notion that insurance necessarily spurs firms to bolster their cybersecurity frameworks.

The paper is structured in the following manner. First, a comprehensive review of the existing
literature is presented to contextualize the study within the broader academic discussion. Next, the
research hypotheses are delineated, setting a clear trajectory for the investigation. The subsequent
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sections detail the data collection and research methodology to ensure a robust and replicable
research design. Then, the research findings are presented and discussed. Finally, the last sections
discuss the implications of the research findings, offering a reflective evaluation of their significance
and contributions to the existing body of knowledge.

2 Literature Review

2.1 Cyber Breaches, Expectations and Precautionary Measures

As the fusion of technology with business operations deepens, the looming presence of cyber threats
grows increasingly significant. Companies must incessantly refine their cyber risk management
strategies, taking into account both the likelihood and potential impact of data breaches (Florackis
et al. 2022). This entails not only assessing their current vulnerability but also forecasting future
risks and preparing accordingly (Kamiya et al. 2021).

Figure 1: This graph displays the annual averages of several metrics: the cybersecurity measure I constructed and the cybersecurity
measure by Florackis. It illustrates the evolution of cybersecurity risk, which appears to have increased over the years. Cyber Score
Oyima is a weighted word count constructed where weights were calculated using the methodology of Loughran and McDonald (2011),
following Lattanzio et al. (2023) to develop a 10-K disclosures-based measure with a comprehensive dictionary. Cyber Score Florackis et
al. (2022) is based on the 10-K cybersecurity risk measure provided by Florackis et al. (2022)

Firms with high ex-ante cyber risks are identified as being more exposed to future breaches, indicating
that they are acutely aware of their cyber risk profile as discussed in their 10-K disclosures (Florackis
et al. 2022). This awareness is expected to translate into comprehensive preventative measures,
although the specific financial strategies firms use in anticipation of such risks have not been fully
explored in the literature.
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Preemptive actions are unanimously endorsed by leading scholars and regulatory bodies as critical
to cybersecurity risk management (Jamilov, Rey, and Tahoun 2021). The existing body of research
corroborates the need for such strategies by highlighting the severe financial consequences of cyber
incidents (Janakiraman, Lim, and Rishika 2018).

Recent studies have examined the impact of cyber breaches on corporate reputation and customer
trust, indicating that these incidents have tangible effects on brand value and sales (Hsu, Kao, and
Wang 2021; Akey, Lewellen, and Liskovich 2018). Furthermore, large firms are shown to experience
substantial financial repercussions in the wake of cyber attacks, marked by a pronounced decline in
sales growth and other key financial metrics (Kamiya et al. 2021). The findings of this research
align with these studies, revealing that market expectations of cyber incidents, as reflected in stock
price movements, can predict subsequent sales declines (Oyima-Antseleve 2023) . This suggests
that investors, and by extension, management teams, are sensitive to the severity of breaches.

Therefore, the literature suggests preventive financial management as a potential response to the
threat of cyber risks. This encompasses a range of actions, from bolstering risk management policies
to re-evaluating investment in cybersecurity after incidents, to strengthen a firm’s resilience and
maintain financial health (Zafar, Ko, and Osei-Bryson 2016; Gwebu, Wang, and Wang 2018; Goode
et al. 2017; Akey, Lewellen, and Liskovich 2018). The literature underscores the proactive stance of
managers who, cognizant of the potential for unexpected costs from security breaches, are likely to
adopt strategic risk management practices. Such practices serve as a financial bulwark, aiming to
shield the firm from the immediate costs of breaches and the subsequent rise in the cost of capital
that heightened cyber risk entails. This perspective casts managers as forward-thinking agents of
financial preparedness, actively seeking to mitigate the costs associated with cyber threats.

2.2 Cash Holdings’ Role in Ex-ante Cyber Risk Management

As mentioned above, the proliferation of cyber threats poses a significant challenge to modern
enterprises, not only damaging reputations and customer trust but also destabilizing core financial
aspects, including sales growth and liquidity. The heightened volatility in cash flow resulting from
operational disruptions, recovery costs, and the erosion of customer confidence necessitates a robust
approach to working capital management.

Insights from Han and Qiu (2007) provide a crucial understanding of how firms might adjust their
cash holdings in the face of such financial uncertainty. Han and Qiu (2007)’s analysis reveals that
firms with limited access to external financing are more likely to bolster their liquidity to counteract
the unpredictability of cash flows due to external shocks. In the context of cyber risks, this behavior
translates into a heightened precautionary stance, with firms maintaining more substantial cash
reserves to mitigate the financial repercussions of cyber incidents. As a matter of fact, Boasiako
and O’Connor Keefe (2021) find that in their ex-post analysis, data breaches lead firms to increase
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cash holdings after an attack.

Han and Qiu (2007) suggest that the trade-off between hedging strategies, like cyber insurance, and
the accumulation of cash reserves is a nuanced decision influenced by a firm’s financial flexibility
and the interplay between investment opportunities and future cash flows. As cyber threats become
increasingly significant, this trade-off gains greater relevance, prompting firms to carefully weigh
the relative costs and benefits of proactive cybersecurity investments against the strategic holding
of liquid assets.

Hypothesis: Firms with greater exposure to cyber threats are more likely to hold
higher cash reserves as a strategic precaution ex-ante, reflecting an integrated risk
management strategy that balances the use of cyber insurance with the need for
liquidity to ensure operational resilience in the event of a cyber incident.

2.3 Evolution of the Cyber Insurance Market

Despite security measures, no organization can entirely mitigate these risks. Costly data breaches
averaging $9.4 million and cyber incidents have underscored the severity of the situation (Ponemon
Institute LLC 2013). In response to the growing cyber threat landscape, companies began recognizing
cybersecurity as a critical business risk. It introduced a shift in risk management strategies, with
an increasing emphasis on risk transfer mechanisms such as insurance (Marotta et al. 2017).

Specialized cyber insurance coverage first appeared in the late 1970s, but it wasn’t until 1998
that standalone cyber insurance policies emerged, thanks to the International Computer Security
Association’s TruSecure service (Majuca, Yurcik, and Kesan 2006). The market for these policies
expanded rapidly, driven by the severe consequences of cyber events. High-profile attacks against
major companies highlighted the need for financial protection against cyber threats, prompting
a surge in the demand for cyber insurance and the development of more sophisticated insurance
products (Josephine Wolff 2021; Nancy Gohring 2002; Orr 2021).

Regulations like California’s data breach notification law in 2003, HIPAA security regulations and
the EU’s data protection reforms also drove the market’s expansion, mandating breach disclosures
and influencing global cybersecurity policies (Majuca, Yurcik, and Kesan 2006; Marotta et al.
2017). Today, the cyber insurance market offers varied coverage for different sectors, addressing
first-party and third-party liabilities. While the adoption of cyber insurance has grown, concerns
about coverage adequacy and cost remain.

2.3.1 Cyber Insurance : An Underdeveloped Market

Indeed, despite the significant growth of cyber risks, the cyber insurance market has been unable
to keep up. The premiums in the U.S. market have expanded almost five times from $1.4 billion
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in 2015 to $6.5 billion in 2021 (Swiss Re Institute 2022). However, the market is still in its early
stages, and it only represents 1% of the total U.S. property and casualty (P&C) insurance market
(Swiss Re Institute 2022). This disparity between coverage and risk is quite noticeable; over 90%
of cyber losses are not covered by insurers, which leaves businesses and individuals vulnerable to
significant economic damage (NAIC Staff 2022). McAfee’s 2020 report on global cybercrime costs,
which was estimated at $1 trillion, further emphasizes the gap between the potential economic
impact and the actual reach of current cyber insurance solutions (Smith, Lostri, and Lewis 2020).

Rapid Evolution of Cyber Threats & Lack of Historical Data: Insurers are constantly
racing to keep up with the rapid development of cyber threats, a task made more difficult by the
need for extensive historical data on cyber incidents (PWC 2016) . This absence of data impairs
the insurers’ ability to model and predict future risks with any degree of accuracy (PWC 2016;
Marotta et al. 2017).

Complexity in Risk Assessment & Interdependency of Risks: The complex nature of cyber
risk assessment compounds the challenge (Network and Information Security Agency 2012) . Unlike
traditional insurance models with more static risks, the cyber world is dynamic, with threats that
change and evolve almost daily. Insurers must grapple with the intricacies of diverse information
systems and their interdependencies (Network and Information Security Agency 2012; Marotta et
al. 2017) , which can result in widespread impacts from a single cyber incident.

Quantification of Losses & Regulatory Uncertainty: The financial quantification of cyber
incidents is another difficulty due to intangible losses such as reputation damage, intellectual
property theft, and the interruption of business services. These factors are hard to quantify and are
not easily insurable (Protection and Programs Directorate U. S. Department of Homeland Security
2012; Aziz, Suhardi, and Kurnia 2020). Moreover, the regulatory landscape is still in flux, with
varying laws and regulations across different regions, adding another layer of complexity for global
insurance coverage.

Information Asymmetry & Cyber Risk Management Maturity: Information asymmetry
further exacerbates these challenges. There is often a significant gap in what insurers know versus
what the insured knows about their own cyber risks, making it challenging to develop policies that
are both comprehensive and fair (Aziz, Suhardi, and Kurnia 2020; Marotta et al. 2017; Bailey 2014).
Additionally, many organizations still need to reach a level of cyber risk management maturity that
insurers find adequate for risk assessment purposes (Bailey 2014).

Capacity and Reinsurance Challenges & Catastrophe events : Capacity limitations within
the insurance market, coupled with a still-maturing reinsurance sector for cyber risks, mean that
insurers have limited options to offload risk, leading to constraints on the amount of risk they can
underwrite (Eling, McShane, and Nguyen 2021). This situation is made worse by the potential
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for loss aggregation due to widespread vulnerabilities that could trigger simultaneous large-scale
attacks. With heightened geopolitical tensions, mainly due to the war in Ukraine and US-China
relations, there is an elevated risk of state-sponsored cyberattacks that could have catastrophic
fallout on a global scale (Kevin Collier 2023).

Premium Pricing Challenges: Pricing premiums appropriately is also a persistent hurdle.
Insurers must balance the need to set premiums that accurately reflect the risk while ensuring that
the insurance remains affordable for customers. This is made difficult by the fast pace of change
in the cyber threat landscape and the diverse nature of potential incidents (Aziz, Suhardi, and
Kurnia 2020 ; Marotta et al. 2017) .

Coverage Limitations and Exclusions & Silent Cyber Issues : Insurance policies themselves
often have many limitations and exclusions, which can leave policyholders with gaps in coverage
(Aziz, Suhardi, and Kurnia 2020 ; Marotta et al. 2017). The issue of non-affirmative or “silent”
cyber risks remains unresolved, as traditional policies do not always clearly delineate their coverage
of cyber incidents.

Hypothesis: Firms that face greater exposure to cyber threats are more likely to
purchase cyber insurance, but the issuer will need help assessing the true risk.

3 Data

3.1 SecurityScorecard

This study uses cybersecurity data from SecurityScorecard from actual monitoring of firms, including
daily data from SP1500 companies between October 2022 and October 2023. This allows for
quarterly analysis. SecurityScorecard provides a comprehensive cybersecurity posture assessment
of an organization. This assessment is represented by a Total Score, which is a letter grade ranging
from A (90-100) to F (below 60), making it easy to understand. The Total Score is calculated by
taking a weighted average of 10 Factor Scores, each of which represents a different aspect of cyber
risk. These Factor Scores are derived from various cybersecurity signals that are categorized into
ten risk factor groups. Each issue within a group is assigned a severity-based weight, except for
informational and positive issues that, while reported for awareness, do not affect the score (Sohval
2023).

1. Network Security: Checks for risky or unsecured network ports through public data.
2. DNS Health: Evaluates an organization’s DNS setup and historical security incidents.
3. Patching Cadence: Assesses how promptly an organization installs security patches.
4. Endpoint Security: Monitors potential security gaps based on software and plugin metadata.
5. IP Reputation: Uses various intelligence sources to assess the risk associated with an
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organization’s IP addresses.
6. Application Security: Analyzes known security weaknesses reported in various online

databases.
7. Cubit Score: Evaluates diverse security concerns, including the reputation of an organiza-

tion’s IP addresses.
8. Hacker Chatter: Gathers and interprets data from covert online spaces frequented by

hackers.
9. Information Leak: Looks for signs of exposed sensitive information in hacker discussions.

10. Social Engineering: Gauges an organization’s risk of falling victim to manipulative tactics
aimed at breaching security.

To ensure that the Total Score correlates strongly with the likelihood of a breach, SecurityScorecard
uses machine learning to optimize the weights of these risk factors. Companies rated F are 13.8
times more likely to suffer a breach than those rated A, according to statistical analysis.

3.2 Data Breaches

In the fields of finance, accounting, and information systems, the Privacy Right Clearinghouse
dataset has been extensively used in prior research. However, some researchers have pointed out
that the dataset overlooks low economic magnitude breaches and disregards critical attacks like
website defacements and DDoS attacks (Francis, Hu, and Shohfi 2021). Abbiati et al. (2021)
noted that commercial datasets on cyber incidents provide more than 15,000 observations for a
sample period from 2005 to 2018, compared to non-profit databases such as the Breach Level
Index (BLI), the Identity Thief Resources Center (ITRC), Data Loss DB, and the Privacy Right
Clearinghouse (PRC), which contain each less than 10,000 incidents. To create a comparable
database to commercial ones, Abbiati et al. (2021) combined the abovementioned databases.

Therefore, I have combined the aforementioned datasets in this research. First, I compiled over
10,000 data breaches from the Identity Thief Resources Center databases between 2005 and 2019,
which are no longer freely accessible to the public. In 2020, they started charging for access to their
data. Then, I added over 9,000 observations from the Privacy Right Clearinghouse from 2005 to
2018, along with data from the data loss DB dataset, which has data from 2000. Next, I added over
7000 data breach cases from the Breach Level Index, which is presently inaccessible and spans 2013
to 2017, and focused on U.S. public companies. I extracted publicly traded companies from each
dataset, combined the information, and removed duplicates. I discovered almost 1800 breaches
between 2000 and 2019. Some firms experience multiple breaches each year, which are considered
a single incident for the year in question. Additionally, the maximum severity of the breach, as
measured by the amount of stolen records, will be recorded for repeating breaches within the same
year. In this research, I do not limit the dataset to external attacks only, which are much more
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extensive than the previous dataset disclosed in the literature, but also include inside breaches.

Nevertheless, for this research, I will restrict the sample period to after 2005 because no state
breach notification laws compelled corporations to report their breaches before 2000. Therefore,
there could be many unreported breaches. This is another reason why the cyber breach datasets
are heavily biased because several old breaches were announced by news, not by the firms, which
have an apparent reason to be reluctant to provide information. Moreover, I have excluded all
financial and utility companies, i.e., those with Standard Industrial Classification (SIC) codes
6000–6999 or 4900–4999, because they are required to meet statutory capital requirements and
may be subject to regulatory oversight in some states. Additionally, I eliminated observations with
negative or missing total book assets and substituted missing values in R&D with zeros. The data,
as mentioned earlier, was matched with COMPUSTAT and CRSP.

3.3 Measures of Cyber Risk

3.3.1 SecurityScorecard Score

The Raw Factor Score (RFS) is determined by adding together the products of the severity-based
weights and the standard scores (z-scores) for each issue within a factor, such as Network Security,
DNS Health etc. The RFS for a domain of a company is the sum of these calculations for all issues
within a factor, where the severity-based weight reflects the importance of an issue and the z-score
indicates how much the issue deviates from the mean in standard deviation units. Informational or
non-negative issues are assigned a weight of zero and don’t affect the score. These raw scores are
then scaled to range from 0 to 100.

Raw Factor Score:

RFSd =
∑
i∈f

wi × zdi

The weighted sum of the issue-level z-scores is used to compute where (RFSd) is the raw factor
score for domain (d), (wi) is the severity-based weight for issue (i), and (zdi) is the z-score for
domain (d) and issue (i). The sum is calculated over all issues (i) in factor (f).

The Total Score is the weighted average of scaled factor scores, emphasizing weaker areas to reflect
the principle that security is only as robust as its weakest component. This means that lower factor
scores disproportionately lower the Total Score, highlighting areas of significant risk.

Total Score:
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TSd =
∑

f wf × g(FSdf ) × FSdf∑
f wf × g(FSdf )

Finally, the Total Score is calculated as the weighted average of the individual factor scores, where
(TSd) is the total score for domain (d), (wf) is the severity-based weight of factor (f), (FSdf) is
the factor score for domain (d) and factor (f), and (g(·)) is a non-linear weighting function which
gives greater emphasis to low factor scores.

Scores are updated daily, and to make the risk interpretation more intuitive, they are transformed
so that higher scores indicate higher risk and lower scores indicate lower risk. This is done by
subtracting the SecurityScorecard Score from one more than the maximum score observed, effectively
reversing the scale for easier understanding.

To allow for a better interpretation and comparison with other measure in the analysis, the variable
has been transformed so that when the score increase, the risk is higher, and when the score
decrease, the cyber risk is lower.

The transformation is Security Score = Max(SecurityScorecard Score)+1−SecurityScorecard Score,
it allows to have the same variation but the only thing that changes is the ability to have an easier
intepreation.

3.3.2 Cybersecurity Risk Score (10-K measure)

Several research works have aimed to overcome the constraints of ex-post evidence by scrutinizing
firms’ cybersecurity disclosure practices, drawing insights from their 10-K filings (Florackis et al.
2022; Lattanzio and Ma 2023; Jamilov, Rey, and Tahoun 2021). These studies employ textual
analysis methodologies to evaluate a firm’s cybersecurity stance.

In alignment with this body of literature, I have devised a measure rooted in 10-K disclosures. This
construction is orchestrated utilizing a sophisticated dictionary, which mirrors the comprehensive
lexicon developed by Lattanzio. It encapsulates terms curated by the NICCS, alongside phrases
incorporated from Gordon et al. (2010). A detailed presentation of the utilized vocabulary is
articulated in the appendix.

Following the methodology of Loughran and Mcdonald (2011) , each term within our dictionary is
assigned a weighted value, adhering to a specific algorithm. Here, Wi,j signifies the weight allotted
to term i in document j, N symbolizes the cumulative count of 10-Ks in the sample, dfi denotes the
number of documents marked by the presence of term i, and tfi,j represents the unadjusted count
of word i in document j, while aj is indicative of the average word frequency in the document.
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wi,j =


(1+log(tfi,j))
(1+log(αj)) log N

dfi
if tfi ≥ 1

0

Loughran and Mcdonald (2011) elaborated that the initial term minimizes the influence of high-
frequency words through a logarithmic transformation, whereas the subsequent term adjusts for
the prevailing commonality of a specified term. Noteworthy is the decision to abstain from logging
the weighted word frequency. However, the log measure also provides findings similar to the core
results, speaking to the robustness of the results.

3.3.3 Probability of Breach

In an effort to quantify the anticipated cyber risk, represented as the ex-ante probability of
future breaches, a logistic regression model is employed within a dynamic, expanding window
framework. This model leverages historical data of previous breaches to estimate a firm’s likelihood
of experiencing a breach. The logistic regression is conducted as follows :

Prob(Breachi,k,t) = α0 + α1Previous breach dummyit−1 + α′Xi,k,t−1 + Industryk + Yeart + εi,k,t

In this equation, (i), (k), and (t) denote the firm, industry, and year respectively. The ‘Previous
breach dummy’ variable is set to one if a firm has previously encountered at least one breach.

For validation and robustness, it should be noted that various breach measures, such as the total
number of breaches or the occurrence of multiple breaches, were also applied in the analysis.
Importantly, these alternative approaches did not deviate significantly from the primary findings of
the study.

3.4 Data Summary

3.4.1 Securityscorecard dataset

The base data set underpinning this analysis was procured from SecurityScorecard, covering the
period from October 2022 to October 2023. It comprises daily data on the overall cybersecurity
risk score for each firm, in addition to specific factors like network security and DNS health. These
scores were aggregated on a quarterly basis and then combined with financial data from Compustat
and CRSP, providing a comprehensive view of firms’ cybersecurity and financial positions.

Upon a thorough examination, several key patterns emerge from the dataset:

Cash Holdings: On average, firms held 12% of their total assets as cash, indicating a cautious
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approach to liquidity management. However, this average masks significant variability, as evidenced
by a standard deviation of 13.4% and a maximum cash holding of 75%. Such variation reflects
diverse financial strategies across firms: while some prefer to keep a large liquidity buffer, others
may have varying reasons for lower cash holdings, such as challenges in cash flow management or
high levels of receivables.

Security Score: The average cybersecurity score was 19.143% of total assets, with notable
variations (standard deviation of 9.46). The data also showed skewness towards higher values,
peaking at 64.022%. This implies a broad spectrum of cybersecurity preparedness among firms,
with some maintaining high security levels while others lag behind.

Operational Expenditures: The analysis of operational expenditures revealed that SG&A and
R&D expenses, relative to sales, accounted for 4.6% and 7.5% of assets, respectively. These figures
illustrate the different priorities firms have in terms of operational efficiency and investment in
innovation. The allocation to SG&A and R&D provides insight into how firms balance day-to-day
administrative costs against longer-term research and development endeavors.

3.4.2 Data breach dataset

After merging the different datasets, I carefully excised all missing variables for each variable
included in the analysis, followed by a winsorization at 1% by year. The sample period covers 2005
to 2018. Before initiating the analysis, these essential steps were taken to meticulously scrutinize
the distribution of the dependent and primary variables of interest.

In considering “Probability Breach,” the dataset unveils illuminating findings. It depicts that
the average likelihood of cybersecurity breaches across firms stands at a mean of 2%, complemented
by a 5% standard deviation. It suggests that the ensemble of companies predominantly faces a
low probability of encountering cybersecurity breaches. However, it’s pivotal to discern that there
exists a segment of firms susceptible to high risk, manifested by a max value that unveils a 41.7%
probability of a breach occurrence.

Shifting focus towards Oyima (2023) provides an index that reveals significant insights into
firms’ cybersecurity preparedness. The data, with an average score of 1.418 and a substantial
standard deviation of 1.952, reaching an exceptional 11.996 peak, portrays a landscape of varied
cybersecurity postures. It signifies that a predominant cluster of companies exhibits a median
level of cybersecurity risk, disturbed with a few outliers that manifest remarkedly elevated risk
profiles. This spectrum of results underscores cybersecurity’s paramount importance and inherent
variability.
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3.4.3 Skewness of Dependent Variables

Traditional corporate finance research often centers on estimating the conditional mean of skewed
dependent variables given a set of predictors, typically employing linear regression methods.
However, this approach, as highlighted by (Kieschnick, Rotenberg, and Song 2023), has problems
as linear regressions on skewed dependent variables produce biased estimates of the coefficients and
their standard errors.

As Figure 2 demonstrates, a firm’s cash holdings are highly skewed. Therefore, in this study, I use
their recommended quantile regression approach to assess firms’ ex-ante cyber risk impact on risk
management and financing pre-breach. This approach offers a more accurate and comprehensive
understanding of the relationships as it considers the entire distribution of the dependent variable,
not just the mean. This treatment is especially valuable for investigating the potential heterogeneity
in treatment effects.

4 Empirical Strategy
While I primarily employ a quantile regression approach, I will also utilize the conventional
conditional mean approach to address the concerns of those wanting a more traditional approach.

My analyses are focused on firms’ behavior before a cyber breach. The regression analysis leverages
ex-ante cyber risk indicators, specifically the cyber risk score established earlier and the probability
of a breach as a secondary measure. To ensure rigorous control over potential confounding factors, I
incorporate industry and year-fixed effects, following established practices outlined in the literature,
particularly in Florackis et al. 2022. Robust standard errors are clustered at the firm level to
account for potential within-firm correlation.

Additionally, I include controls for firm size, growth opportunities (Tobin’s q), profit margin, and
sales growth to account for firms’ visibility and profitability variations, factors that may influence
cyber breaches. The analysis also incorporates variables related to research and development, as it
may determine a firm’s susceptibility to breaches. Moreover, capital expenditures, which reflect
a firm’s infrastructure and asset tangibility, potentially indicative of digital sophistication, are
included as controls, given their potential impact on the variable of interest and overall cybersecurity
risk profile. Table 1 provides their summary statistics.

Thus, my basic empirical model is as follows:

Qτ (Y | Ex − ante cyber risk, X, Industryk, Y eartt) =

α + X ′β + γ Ex − ante cyber risk + ∆
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5 Discussion

5.1 Firms’ behavior prior to a cyber incident

This graph displays the average security score for all the SP1500 firms. It allows us to show the average
score for different aspects of cyber security factors from securityscorecard. Each score was transformed for

a more straightforward interpretation, as detailed in the data section.

As we delve into the anticipatory behavior of firms regarding cyber risks, it’s crucial to examine
the visual data presented, which depicts the cyber risk metrics for SP1500 firms before and after a
breach. This evidence plays a pivotal role in reshaping the ongoing debate in finance literature
about the unpredictability of breaches. Contrary to the notion of breaches being entirely unforeseen,
the graph clearly illustrates a noticeable escalation in cyber risk factor scores in the months leading
up to a breach.

This trend is significant, especially considering that some companies actively monitor these security
scores, allowing their IT departments to strategize accordingly. Around nine months prior to an
attack, we observe an uptick in hacker activity and a growing risk due to delayed patching. While
several risk factors show an increase, the persistent issue of unaddressed patching and network
security is particularly alarming.

Recent reports indicate that approximately 60% of data breaches in the past two years were due
to unpatched operating systems and applications. This vulnerability, often a result of subpar
patch management, is particularly costly in terms of downtime and disruptions, especially for

15



The graph on the left shows the average hacker chat scores for the SP1500 firms from October 2022 to
October 2023, while the graph on the right displays the overall scores from Securityscorecard

larger organizations (Sheridan 2020). The urgency of effective patch management has been further
amplified by the rapid transition to remote work environments amid the COVID-19 pandemic
(Sheridan 2020). While patching incurs significant costs, the financial impact of disruptions and
operational downtime for larger companies can be even more substantial, underscoring the need for
timely and effective patch management strategies. These insights underscore the crucial need for a
deeper understanding of firms’ preparatory actions in the face of impending cyber threats.

5.2 Ex-ante analysis on Cash Holdings

I begin my analysis by examining the complex relationship between cyber insurance and cash
management within corporate risk management strategies. The evidence in Table 2 suggests that
the use of cyber insurance markedly diminishes the necessity for firms to hold large cash reserves
against possible cyber breaches. The data shows a reduction in cash holdings by 0.05, which is
approximately 41% of the average cash holdings, quantified at 0.127. This significant decrease
highlights the impactful role of cyber insurance in bolstering financial flexibility for firms. By
reducing the need for extensive cash reserves, cyber insurance allows companies to more effectively
manage and minimize the costs tied to maintaining high levels of liquidity. Such an observation
underscores the importance of cyber insurance as a tool for mitigating cyber-related costs.

Yet, an unexpected pattern emerges among firms facing heightened cyber risks. Despite having
cyber insurance, these firms are observed to increase their cash reserves. This behavior contrasts
with firms lacking cyber insurance, which generally do not increase — and in some cases, as per
the 25th percentile, even decrease — their cash holdings. This dichotomy suggests that even with
the risk mitigation provided by cyber insurance, firms with greater exposure to cyber threats may
still perceive a need for additional financial preparedness, opting to retain more substantial cash
reserves as a precautionary measure.
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The graph provides a graphical representation of the results presented in Table 2 for the second column,
which shows the analysis at the 25th percentile.

This pattern suggests that firms with cyber insurance may adopt a more risk-averse stance,
accumulating cash as an additional safeguard against potential breaches. On the other hand, firms
without cyber insurance, potentially due to constraints in the cyber insurance market such as
limited availability and high premiums, might be channeling their resources towards enhancing
cyber defenses instead. This behavior could be a strategic decision, particularly considering that
cyber insurance policies often have coverage limitations and may not fully encompass all aspects of
breach-related losses.

Therefore, while cyber insurance is undeniably a critical component of risk management, it’s
essential to view it within the broader context of a firm’s overall cybersecurity strategy. The
decision to invest in cyber insurance or to allocate resources to other forms of cyber protection
should be seen as part of a comprehensive approach to managing cyber risks, influenced by market
dynamics and the specific risk profile of each firm.

5.3 Ex-ante analysis on IT expenses

In light of the earlier discussion on firms’ increasing cash reserves in the face of cyber threats,
particularly those with cyber insurance, we now turn our attention to another aspect of their risk
management strategies: IT investments. This shift in focus is crucial to understand whether firms
are complementing their insurance coverage with adequate investment in cyber defenses or relying
solely on insurance as their primary safeguard.

Despite the intuitive expectation that firms averse to cyber risks would proportionately increase
their IT expenditures, the evidence from Tables 3 and 4 presents a different narrative. They reveals
that firms with cyber insurance are not significantly ramping up their IT investments, typically
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accounted for in SG&A and R&D expenses1. This finding suggests a potential reliance on insurance
policies over direct investment in cybersecurity infrastructure, contrasting the behavior of firms
without such insurance.

Contrastingly, in the 25th quantile of firms without cyber insurance, there is a noticeable increase in
IT investment, as indicated by higher SG&A and R&D spending. This pattern suggests that these
firms are proactively enhancing their cyber defenses, as opposed to those with cyber insurance who
appear to rely more on their insurance coverage.

This leads to a hypothesis of moral hazard: firms with cyber insurance might not feel the same
urgency to upgrade their IT infrastructure, relying instead on their insurance policies. Yet, a
critical question arises: why do firms with cyber insurance not increase their cash holdings despite
the heightened risk? The answer lies in the inherent frictions within the cyber insurance market.

Cyber insurance policies, while crucial in managing cyber risks, often come with significant
limitations and exclusions. This issue has become increasingly evident with the evolution of cyber
threats. The COVID-19 pandemic, for instance, saw a surge in ransomware attacks and more
sophisticated cyber threats, prompting insurers to revise their policy terms. Caspar Stops, head of
cyber at Optio, highlights this shift: many organizations found ransomware explicitly excluded
from their policies, leading to 74% experiencing increased premiums, 43% seeing higher deductibles,
and 10% facing reduced coverage benefits (Cohn 2021). These adjustments by insurers reflect their
response to the dynamic cyber risk landscape, influencing how firms approach and manage their
risk.

A notable instance that underscores the complexities of cyber insurance is the case of the NotPetya
attacks. When Mondelez and pharmaceutical giant Merck faced significant damages from these
attacks, they turned to their insurers for compensation. Despite having ‘property insurance’
policies, both companies encountered challenges due to the ‘war exclusion’ clause. Merck’s claim
of $1.4 billion against Ace American Insurance Co. and Mondelez’s $100 million claim against
Zurich American Insurance Company were initially rejected, with insurers citing the attacks as
acts of war, thereby falling outside the policy coverage (alliance 2023).

However, the outcome of Merck’s lawsuit in the New Jersey Superior Court provided a pivotal
moment in cyber insurance jurisprudence. The court ruled that the damages caused by NotPetya
did not constitute an act of war, as there were no formal war declarations or involvement of armed
soldiers (Andrea Vittorio 2022). This ruling in favor of Merck highlights a critical aspect of cyber
insurance: the interpretation of policy clauses can significantly impact the indemnification process,

1It’s important to note that the assessment of IT investments in financial reports is challenging due to the lack of
explicit disclosure. IT expenditures are often embedded within SG&A expenses, making them difficult to isolate.
Consequently, I follow prior researchers, and use SG&A and R&D expenses as proxies for IT investments (Lim et al.
2011; Khallaf 2012) .
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especially in cases where cyber incidents intersect with geopolitical events.

These examples underscore the challenges that firms face in seeking comprehensive and reliable
cyber insurance coverage. The evolving nature of cyber threats and the complexities of policy terms
necessitate a deeper understanding of how cyber insurance functions in practice and its limitations
as a risk management tool.

Moreover, the challenge in quantifying losses, especially intangible ones like reputational damage,
complicates the insurance equation (Aziz, Suhardi, and Kurnia 2020). This situation often results
in firms not receiving full indemnification for their losses, further affecting their decision-making
regarding cash reserves and IT investments.

5.4 A Potential Moral Hazard in the Cyber Insurance Market

Building on the earlier discussion, we now delve deeper into the potential moral hazard issues
associated with cyber insurance. The challenge of directly measuring cyber investments through
accounting methods limits the strength of the evidence I can gather. However, if a lack of investment
in cyber defenses translates to a higher incidence of breaches, this relationship should be observable
in the data.

The logistic regression analysis in table 5, examining the correlation between firms’ cybersecurity
scores, their cyber insurance holdings, and the occurrence of breaches, yields significant findings.
Interestingly, firms with cyber insurance are more likely to experience breaches. This correlation
does not imply causation; cyber insurance itself does not lead to breaches. Yet, it aligns with our
earlier discussion suggesting that firms with cyber insurance might become complacent in their
cybersecurity efforts, inadvertently exposing themselves to higher risks.

This leads to a critical question: Why would firms take such risks, especially given the understanding
that cyber insurance is not a foolproof safeguard against breaches (NAIC Staff 2022) ? The answer
may lie in the relative cost-benefit analysis these firms conduct. For companies that can afford
cyber insurance, the cost of maintaining extensive cybersecurity measures might outweigh the
perceived benefits, particularly when the financial impact of breaches is relatively low compared to
their overall revenue and size (Michael Kassner 2015). Faced with this scenario, some firms might
opt to hedge their risk through a combination of cyber insurance and cash reserves, rather than
investing heavily in cybersecurity infrastructure.

The evidence in Table 62 provides additional insights into this issue. This table focuses on the
2It is important to mention that this analysis excludes financial firms due to their unique regulatory environment.

Additionally, the dataset used in this study extends only up to 2019. Therefore, the landscape and market perceptions
might have evolved since then, especially if cyber insurance providers have implemented more stringent reforms, as
suggested by various recent articles. These evolving dynamics in the cyber insurance market and their impact on
firms’ risk management strategies remain an area ripe for future research.
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unexpected scope negatives, representing the instances where the severity of a firm’s current breach
(measured as the Total Number of Records Stolen relative to sales) exceeds the average severity of
past breaches. The data reveals a striking pattern: when a firm’s breach severity surpasses market
expectations, there is a consequent negative reaction in the stock market. This indicates that the
market penalizes firms for breaches that are more severe than anticipated.

What’s particularly notable is the amplified negative response from the market for firms that hold
cyber insurance. This raises two possible interpretations. First, it might suggest that firms with
cyber insurance have weaker cyber defenses, leading to more severe breaches and thus a stronger
market backlash. Alternatively, it could imply that the market perceives these firms as overly reliant
on their insurance policies instead of investing adequately in cybersecurity, and reacts negatively to
this perceived complacency.

5.5 Reframing Cyber Security: Understanding the Flaws in Current
Approaches

The analysis suggests a complex relationship between cyber insurance and corporate cybersecurity
strategies. The current approach to cyber risk analysis typically revolves around two key parameters
(Marotta et al. 2017): the probability of an incident and its potential impact, conceptualized as :

Risk = Probability × Impact

While cyber insurance plays a crucial role in mitigating the financial impact of breaches, it primarily
addresses the aftermath, not the prevention. This is evident in the way cyber insurance is often
structured, focusing more on the impact rather than the probability of cyber incidents.

In delving deeper into the interplay between cyber insurance and cyber risk management, it’s
important to consider the criteria set by insurers. While cyber insurance does impact the probability
aspect of cyber risk by imposing specific security requirements, these prerequisites often fall short
of comprehensive risk assessment. As highlighted in Romanosky et al. (2019) ’s study, insurers
tend to gather only basic information about a firm’s technology and infrastructure. This typically
includes queries about the number of computing devices, IP addresses, or website URLs, which
provide a rudimentary view of the insured entity’s cybersecurity landscape.

This surface-level evaluation of cyber risk by insurers raises concerns about the accuracy and depth
of risk assessment. Such an approach can lead to a significant gap between a firm’s cybersecurity
posture and what the insurer perceives. Notably, it often overlooks intricate aspects like the security
measures of third-party vendors, which, as evidenced by numerous data breaches, are a critical
vector of cyber threats (Verizon 2022). Consequently, this disconnect can result in firms with cyber
insurance policies having a false sense of security, believing themselves to be adequately protected
based on minimal compliance with insurance requirements.
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On the flip side, investing in cyber defenses impacts both the likelihood and consequences of cyber
incidents. However, the challenge lies in quantifying the return on investment for cybersecurity
measures. As Alex Blau (2019) notes, determining the ROI of cybersecurity investments is fraught
with uncertainty, given the ever-changing digital threat landscape. This difficulty is compounded
by common cognitive biases in decision-making. Many managers view cybersecurity as a static
target that can be ‘solved’ with enough one-shot investment, neglecting the reality that it’s an
ongoing process requiring continual adaptation.

Moreover, behavioral economics highlights how human judgment, often relied upon in the absence
of concrete data, can be flawed. Decision-makers may underestimate the necessity of continuous
investment in cybersecurity, falsely equating a lack of breaches with effective security, or over-relying
on compliance with standards like NIST or FISMA as adequate protection.

Therefore, a reevaluation of cybersecurity strategies is imperative. Firms should not perceive
cybersecurity as a one-time investment or a problem that can be fully outsourced to insurance.
Instead, they must adopt a more holistic approach combining robust cyber defenses with cyber
insurance, continuously adapting to the evolving threat landscape. This integrated strategy is not
just about mitigating risks post-breach but also about reducing the likelihood of breaches in the
first place, thus safeguarding both tangible and intangible assets, such as reputation and trust, that
are not insurable.

6 Conclusion
The landscape of cybersecurity in the corporate world is complex. Prior research often ignores that
firms frequently exhibit anticipatory behavior. This behavior is consistent with the discernible
patterns in security scores before breaches. This insight alone compels a consideration of how firms
mitigate the costs of a data breach prior to an attack. I identify three main ways firms might
mitigate the ex-post costs of a data breach: (1) investing in internal cybersecurity controls, (2)
adjusting the firm’s financial posture, and (3) buying cyber insurance.

The interaction between cyber insurance and corporate financial strategies, particularly regarding
cash holdings, uncovers a nuanced dynamic. While cyber insurance provides a degree of financial
cushioning against breaches, it is not a panacea. Firms holding cyber insurance are paradoxically
found to be increasing their cash reserves, suggesting that these are more complementary than
substitutive. However, this raises a concern: the potential moral hazard of cyber insurance, where
firms might rely on their policies at the expense of essential investments in IT security. This
tendency not only exposes firms to heightened risks but also questions the adequacy of their risk
management frameworks.

The key points of this study are that managers anticipate the potential for data breaches, but
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appear to put more emphasis on adjusting their financial posture and buying cyber insurance to
mitigate their associated ex-post costs.
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7 Tables
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Table 1: The following table summarizes the variables utilized in the upcoming analysis, which will be
conducted quarterly for fiscal years 2022 and 2023, where the data is available for security scorecard scores.
The indicator variable represents cyber insurance in a firm’s 10-K documents. It is assigned a value of 1
when terms related to cyber insurance are mentioned, determined by the presence of National Initiative for
Cybersecurity Careers and Studies (NICCS) keywords within ten words before or after the word “insurance"
in the 10-K documents. Additionally, the variable takes the value of 1 when firms explicitly state in their
10-Ks that they have cyber insurance. The other variables being assessed in this context include Size, Age,
Tobin’s Q, Leverage, Profit Margin, Sales Growth, Capex, Asset Tangibility, R&D, and Probability of
Breach : Firm Age (defined as the log of the firm’s age), Firm Size (defined as the log of total assets), Sales
Growth (defined as the change in sales from the previous period: (salet/(salet−1 − 1))), Profit Margin
(defined as EBITDA over total assets: ebitda/at), Capital Expenditures (defined as capital expenditure
over property, plant, and equipment: capx/ppent), Tobin’s Q (defined as adjusted assets over total assets:
(at − ceq + (prccf × csho))/(at)), Leverage (defined as long term debt over total assets: dltt/at), Asset
Tangibility (defined as the ratio of tangible assets to total assets), R&D Expenditures (defined as R&D
over total assets: xrd/at). The dependent variables - Receivables, Inventory, Payables, Notes Payables,
Repurchases, and Cash Holdings ratios - are computed by dividing the respective balance sheet or income
statement item of the next period (lagged one period) by the total assets of the current period.

mean sd min max
Security Score 19.143 9.146 1.000 64.022
Cyber Insurance 0.350 0.477 0.000 1.000
Cash 0.127 0.134 0.000 0.794
Size 8.281 1.256 5.711 11.460
Age 3.315 0.659 1.609 4.304
Tobin’s Q 2.255 1.593 0.771 9.479
Leverage 0.274 0.176 0.001 0.785
Profit Margin 0.018 0.023 -0.066 0.109
Sales Growth -0.007 0.138 -0.603 0.516
Capex 0.098 0.080 0.000 0.463
Asset Tangibility 0.241 0.209 0.001 0.882
R&D(scaled by PPENT) 0.075 0.173 0.000 1.064
SG&Asales 0.046 0.037 0.001 0.197
R&Dsales 0.044 0.077 0.000 0.391
Observations 1379
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Table 2: This table presents regressions for firms that have not yet experienced a data breach and are
subjected to potential future cyber breaches. The primary variable of interest is the securityscorecard, the
transformed variable from the securityscorecard score as detailed in the data sections. The control and
primary variables are all lagged by one period, including Size, Age, Tobin’s Q, Leverage, Profit Margin,
Sales Growth, Capex, Asset Tangibility, R&D, and Probability of Breach. Firm Age is defined as the
natural logarithm of the firm’s Age, and Firm Size is defined as the natural logarithm of total assets. Sales
Growth is defined as the change in sales from the previous period: (salet/(salet−1 − 1)), Profit Margin is
defined as EBITDA over total assets: ebitda/at, Capital Expenditures is defined as capital expenditure
over property, plant, and equipment: capx/ppent, Tobin’s Q is defined as adjusted assets over total assets:
(at − ceq + (prccf × csho))/at, Leverage is defined as long-term debt over total assets: dltt/at, Asset
Tangibility is defined as the ratio of tangible assets to total assets, and R&D Expenditures is defined as
R&D over total assets: xrd/at. The significance levels are denoted by * for p < 0.1, ** for p < 0.05, and
*** for p < 0.01

regressions analysis
(1) (2) (3) (4)

VARIABLES Cash Cash Cash Cash

Security Score -0.000366 -0.000832** -0.000474 6.15e-05
(0.000537) (0.000393) (0.000477) (0.000744)

Cyber Insurance -0.0515** -0.0617*** -0.0539*** -0.0422
(0.0208) (0.0159) (0.0186) (0.0281)

Security Score × Cyber Insurance 0.00208** 0.00275*** 0.00224*** 0.00147
(0.000948) (0.000700) (0.000845) (0.00130)

Size -0.0188*** -0.00938*** -0.0166*** -0.0274***
(0.00369) (0.00280) (0.00335) (0.00508)

Age -0.0243*** -0.0189*** -0.0230*** -0.0292***
(0.00658) (0.00526) (0.00598) (0.00857)

Tobin’s Q 0.0185*** 0.0118*** 0.0169*** 0.0246***
(0.00396) (0.00344) (0.00368) (0.00498)

Leverage -0.174*** -0.140*** -0.166*** -0.206***
(0.0305) (0.0213) (0.0270) (0.0431)

Profit Margin -0.245 -0.0838 -0.207 -0.392
(0.226) (0.154) (0.199) (0.316)

Sales Growth -0.0196 0.00596 -0.0136 -0.0430
(0.0266) (0.0185) (0.0235) (0.0369)

Capex 0.0742 0.0125 0.0598 0.131
(0.0680) (0.0497) (0.0609) (0.0921)

Asset Tangibility -0.0924*** -0.0708*** -0.0873*** -0.112***
(0.0272) (0.0210) (0.0244) (0.0365)

R&D 0.204*** 0.154*** 0.192*** 0.250***
(0.0319) (0.0311) (0.0305) (0.0374)

Constant 0.382*** 0.238*** 0.349*** 0.515***
(0.0408) (0.0310) (0.0372) (0.0566)

Observations 1,354 1,354 1,354 1,354
R-squared 0.480
Regression Type OLS Quantile Quantile Quantile
Quantileth None 25 50 75
Industry fixed effects Yes Yes Yes Yes
Year-Quarter fixed effects Yes Yes Yes Yes

Robust Clustered standard errors at firm level in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 3: This table presents regressions on SG&Asales, defined as SG&A to Sales, for firms that
have yet to experience a data breach and are subjected to potential future breaches. The primary
variable of interest is the securityscorecard, the transformed variable from the securityscorecard
score as detailed in the data sections. The control and primary variables are all lagged by one
period, including Size, Age, Tobin’s Q, Leverage, Profit Margin, Sales Growth, Capex, Asset
Tangibility, R&D, and Probability of Breach. Firm Age is defined as the natural logarithm of
the firm’s Age, and Firm Size is defined as the natural logarithm of total assets. Sales Growth
is defined as the change in sales from the previous period: (salet/(salet−1 − 1)), Profit Margin
is defined as EBITDA over total assets: ebitda/at, Capital Expenditures is defined as capital
expenditure over property, plant, and equipment: capx/ppent, Tobin’s Q is defined as adjusted
assets over total assets: (at − ceq + (prccf × csho))/at, Leverage is defined as long-term debt over
total assets: dltt/at, Asset Tangibility is defined as the ratio of tangible assets to total assets, and
R&D Expenditures is defined as R&D over total assets: xrd/at. The significance levels are denoted
by * for p < 0.1, ** for p < 0.05, and *** for p < 0.01

regressions analysis
(1) (2) (3) (4)

VARIABLES S&Asales S&Asales S&Asales S&Asales

Security Score 0.000748 0.000881* 0.000770 0.000632
(0.000584) (0.000495) (0.000543) (0.000754)

Cyber Insurance 0.00519 0.0142 0.00664 -0.00275
(0.0210) (0.0183) (0.0196) (0.0267)

Security Score × Cyber Insurance 0.000189 -0.000131 0.000137 0.000471
(0.000902) (0.000809) (0.000846) (0.00115)

Size -0.0152*** -0.00956** -0.0143*** -0.0202***
(0.00440) (0.00386) (0.00413) (0.00557)

Age -0.0129* -0.00631 -0.0118* -0.0187**
(0.00697) (0.00662) (0.00665) (0.00828)

Tobin’s Q 0.0226*** 0.0204*** 0.0222*** 0.0245***
(0.00362) (0.00352) (0.00347) (0.00421)

Leverage -0.0604* -0.0383 -0.0568* -0.0799**
(0.0314) (0.0286) (0.0297) (0.0382)

Profit Margin -1.365*** -1.124*** -1.326*** -1.578***
(0.265) (0.206) (0.245) (0.352)

Sales Growth -0.0427 -0.0397* -0.0422* -0.0453
(0.0264) (0.0210) (0.0243) (0.0354)

Capex 0.0778 0.0821 0.0785 0.0740
(0.0692) (0.0682) (0.0661) (0.0817)

Asset Tangibility -0.0886*** -0.100*** -0.0905*** -0.0782**
(0.0307) (0.0284) (0.0291) (0.0370)

R&D 0.332*** 0.271*** 0.322*** 0.385***
(0.0422) (0.0470) (0.0416) (0.0430)

Constant 0.366*** 0.224*** 0.343*** 0.492***
(0.0460) (0.0398) (0.0435) (0.0588)

Observations 1,306 1,306 1,306 1,306
R-squared 0.584
Regression Type OLS Quantile Quantile Quantile
Quantileth None 25 50 75
Industry fixed effects Yes Yes Yes Yes
Year-Quarter fixed effects Yes Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 4: This table presents regressions on R&Dsales, defined as R&D to Sales, for firms that
have yet to experience a data breach and are subjected to potential future breaches. The primary
variable of interest is the securityscorecard, the transformed variable from the securityscorecard
score as detailed in the data sections. The control and primary variables are all lagged by one
period, including Size, Age, Tobin’s Q, Leverage, Profit Margin, Sales Growth, Capex, Asset
Tangibility, R&D, and Probability of Breach. Firm Age is defined as the natural logarithm of
the firm’s Age, and Firm Size is defined as the natural logarithm of total assets. Sales Growth
is defined as the change in sales from the previous period: (salet/(salet−1 − 1)), Profit Margin
is defined as EBITDA over total assets: ebitda/at, Capital Expenditures is defined as capital
expenditure over property, plant, and equipment: capx/ppent, Tobin’s Q is defined as adjusted
assets over total assets: (at − ceq + (prccf × csho))/at, Leverage is defined as long-term debt over
total assets: dltt/at, Asset Tangibility is defined as the ratio of tangible assets to total assets, and
R&D Expenditures is defined as R&D over total assets: xrd/at. The significance levels are denoted
by * for p < 0.1, ** for p < 0.05, and *** for p < 0.01

regressions analysis
(1) (2) (3) (4)

VARIABLES R&Dsales R&Dsales R&Dsales R&Dsales

Security Score 0.000218 0.000288* 0.000244 0.000156
(0.000235) (0.000159) (0.000192) (0.000338)

Cyber Insurance 0.00153 0.00157 0.00154 0.00149
(0.00937) (0.00652) (0.00764) (0.0137)

Security Score × Cyber Insurance 0.000133 3.29e-05 9.62e-05 0.000222
(0.000422) (0.000289) (0.000339) (0.000633)

Size 0.00533*** 0.00380*** 0.00476*** 0.00668***
(0.00184) (0.00134) (0.00155) (0.00257)

Age -0.00378 0.000873 -0.00205 -0.00785*
(0.00321) (0.00237) (0.00272) (0.00443)

Tobin’s Q 0.00635*** 0.00442*** 0.00564*** 0.00805***
(0.00160) (0.00133) (0.00141) (0.00212)

Leverage -0.0451*** -0.0213** -0.0363*** -0.0661***
(0.0123) (0.00927) (0.0106) (0.0166)

Profit Margin -0.383*** -0.245** -0.332*** -0.505***
(0.119) (0.107) (0.109) (0.147)

Sales Growth -0.0345*** -0.0289*** -0.0325*** -0.0395**
(0.0124) (0.00900) (0.0105) (0.0167)

Capex 0.0355 0.0215 0.0303 0.0477
(0.0345) (0.0260) (0.0294) (0.0471)

Asset Tangibility 0.00762 0.00401 0.00628 0.0108
(0.0110) (0.00667) (0.00881) (0.0159)

R&D 0.254*** 0.193*** 0.231*** 0.307***
(0.0273) (0.0282) (0.0270) (0.0287)

Constant -0.0120 -0.0380*** -0.0216 0.0108
(0.0214) (0.0146) (0.0177) (0.0302)

Observations 1,306 1,306 1,306 1,306
R-squared 0.602
Regression Type OLS Quantile Quantile Quantile
Quantileth None 25 50 75
Industry fixed effects Yes Yes Yes Yes
Year-Quarter fixed effects Yes Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 5: This table presents logistics regressions. The primary variables of interest are the
securityscorecard, the transformed variable from the security scorecardscore as detailed in the
data sections, and Cyber insurance. The control and primary variables are all lagged by three
quarters, including Size, Age, Tobin’s Q, Leverage, Profit Margin, Sales Growth, Capex, Asset
Tangibility, R&D, and Probability of Breach. Firm Age is defined as the natural logarithm of
the firm’s Age, and Firm Size is defined as the natural logarithm of total assets. Sales Growth
is defined as the change in sales from the previous period: (salet/(salet−1 − 1)), Profit Margin
is defined as EBITDA over total assets: ebitda/at, Capital Expenditures is defined as capital
expenditure over property, plant, and equipment: capx/ppent, Tobin’s Q is defined as adjusted
assets over total assets: (at − ceq + (prccf × csho))/at, Leverage is defined as long-term debt over
total assets: dltt/at, Asset Tangibility is defined as the ratio of tangible assets to total assets, and
R&D Expenditures is defined as R&D over total assets: xrd/at. The significance levels are denoted
by * for p < 0.1, ** for p < 0.05, and *** for p < 0.01

Logit Regression Analysis
VARIABLES Breach

Security Score -0.000464
(0.0198)

Cyber Insurance 0.961**
(0.474)

Size 0.784***
(0.212)

Age -0.465
(0.404)

Tobin’s Q 0.0841
(0.230)

Leverage 3.179***
(1.128)

Profit Margin 0.213
(10.49)

Sales Growth -0.378
(0.681)

Capex -1.685
(3.522)

Asset Tangibility -0.814
(1.337)

R&D 2.043
(1.725)

Observations 547
Industry Fixed Effects Yes
Year-Quarter Fixed Effects Yes
Cluster Std Error Firm
Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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Table 6: This table provides insights into the relationship between the unexpected Scope of a data
breach (positive and negative deviations from the mean) and the cumulative abnormal returns
(CARs) during various event windows surrounding the breach conditioning on Cyber Insurance.
The regressions are presented for three distinct temporal spans. Key independent variables,
Unexpected Scope mean mean (+) and Unexpected Scope mean mean (−), represent positive and
negative deviations from the mean Scope of prior breaches, respectively. The Unexpected Scopemean
quantifies the difference between the current Scope and the average Scope from prior breaches
since the start of the sample period. Unexpected Scope (mean (+) measures the positive deviation
of the current Scope from previous breaches’ average Scope within the sample duration, or zero
otherwise. Conversely, Unexpected Scope mean (−) calculates any negative deviation, defaulting to
zero if there isn’t one. Control variables are also included: Size accounts for the firm’s magnitude,
Profit Margin captures profitability, and Leverage indicates the proportion of borrowed capital
used in the firm’s operations. Standard errors, encapsulated in parentheses below each coefficient,
denote the accuracy of the estimates. The significance levels are highlighted using asterisks: ∗ ∗ ∗
indicating p-value less than 0.01, ∗∗ signifying p-value less than 0.05 , and ∗ denoting p-value less
than 0.1 . Year- and industry-specific fixed effects have been incorporated to exclude external
time and industry variations. Additionally, robust clustered standard errors address potential data
clustering issues.

CAR(−1, +1) CAR(−3, +3) CAR(−5, +5)
VARIABLES (2) (4) (6)

Unexpected Scope (−) -0.00254 -0.00630 -0.0100
(0.00335) (0.00432) (0.00614)

Unexpected Scope (+) -0.000343*** -0.000383*** -0.000262
(6.01e-05) (9.07e-05) (0.000170)

Cyber Insurance 0.00300 -0.000988 0.00204
(0.00549) (0.00975) (0.0140)

Unexpected Scope (−) × Cyber Insurance 0.00399 0.00477 0.00610
(0.00555) (0.00827) (0.0110)

Unexpected Scope (+) × Cyber Insurance -0.00135*** -0.00132*** -0.000401
(0.000178) (0.000355) (0.000483)

Size 0.00248** 0.00269 0.00397*
(0.00116) (0.00181) (0.00223)

Return on Asset 0.0131 0.0110 0.00588
(0.0149) (0.0262) (0.0396)

Leverage -0.0337** -0.0470** -0.0773***
(0.0154) (0.0195) (0.0286)

Constant -0.0285*** -0.0279 -0.0349
(0.0102) (0.0171) (0.0223)

Observations 344 344 344
R-squared 0.225 0.223 0.212
Year Fixed Effects Yes Yes Yes
Industry Fixed Effects Yes Yes Yes
Firm Cluster Std. Error Yes Yes Yes

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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9 Appendix

Figure 2: This graphic showcases the histograms for cash holdings
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Figure 3: This graphic showcases the histograms for each of the specified variables: CAR(-1,1),
CAR(-3,3), CAR(-5,5)
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Table 7: This table provides summary statistics of the variables used in subsequent analysis. The
indicator variable representing cyber insurance in a firm’s 10-K documents is nuanced. It is assigned
a value of 1 when terms related to cyber insurance are mentioned, determined by the presence
of National Initiative for Cybersecurity Careers and Studies (NICCS) keywords within ten words
before or after the word “insurance" in the 10-K documents. Additionally, the variable takes
the value of 1 when firms explicitly state in their 10-Ks that they have cyber insurance. The
ex-ante probability of a breach (Probability Breach) is estimated using the prior breach history of
firms, utilizing data from the beginning of the sample period up to the year preceding the actual
estimation year. Cyber Score Oyima is a weighted word count constructed where weights were
calculated using the methodology of Loughran and McDonald (2011), following Lattanzio et al.
(2023) to develop a 10-K disclosures-based measure with a comprehensive dictionary. Cyber Score
Florackis et al. (2022) is based on the 10-K cybersecurity risk measure provided by Florackis et al.
(2022). The other variables being assessed in this context include Size, Age, Tobin’s Q, Leverage,
Profit Margin, Sales Growth, Capex, Asset Tangibility, R&D, and Probability of Breach : Firm
Age (defined as the log of the firm’s age), Firm Size (defined as the log of total assets), Sales
Growth (defined as the change in sales from the previous period: (salet/(salet−1 − 1))), Profit
Margin (defined as EBITDA over total assets: ebitda/at), Capital Expenditures (defined as capital
expenditure over property, plant, and equipment: capx/ppent), Tobin’s Q (defined as adjusted
assets over total assets: (at − ceq + (prccf × csho))/(at)), Leverage (defined as long term debt over
total assets: dltt/at), Asset Tangibility (defined as the ratio of tangible assets to total assets), R&D
Expenditures (defined as R&D over total assets: xrd/at). The dependent variables - Receivables,
Inventory, Payables, Notes Payables, Repurchases, and Cash Holdings ratios - are computed by
dividing the respective balance sheet or income statement item of the next period (lagged one
period) by the total assets of the current period.

mean sd min max
Cash 0.199 0.201 0.000 0.924
Receivables 0.136 0.109 0.000 0.593
Inventory 0.107 0.138 0.000 0.747
Payables 0.079 0.081 0.002 0.489
Note Payables 0.012 0.043 0.000 0.372
Probability Breach 0.025 0.050 0.000 0.417
Cyber Score Florackis et al.(2022) 0.367 0.185 0.000 0.652
Cyber Score Oyima (2023) 1.418 1.952 0.000 11.996
Cyber Insurance 0.110 0.312 0.000 1.000
Size 6.835 2.003 1.729 11.867
Age 3.025 0.635 1.386 4.234
Tobin’s Q 2.098 1.436 0.486 10.103
Leverage 0.195 0.198 0.000 0.872
Profit Margin 0.075 0.184 -1.151 0.447
Sales Growth 0.094 0.362 -0.828 4.604
Capex 0.044 0.046 0.000 0.314
Asset Tangibility 0.220 0.218 0.002 0.926
R&D 0.052 0.099 0.000 0.677
Observations 12524
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Table 8: This table provides a correlation matrix showcasing the relationship between various measures of company performance and
risk. The variables include Probability of Breach, Cyber Risk Score from Florackis et al 2022, and the Cyber Risk Score I constructed,
Company Age, Tobin’s Q, Leverage, Profit Margin, Sales Growth, Capital Expenditure (Capex), Asset Tangibility, R&D Expenditure,
Cash Holdings, Receivables, Inventory, Payables, Notes Payables, and Short-Term Debt. The correlation coefficients range between
-1 and 1, indicating the strength and direction of the relationship between the pairs of variables. P-values are reported below the
coefficients in parentheses, indicating the statistical significance of the correlations.

Variables Probability Breach Cyber Score Fl. Cyber Score O. Cyber Insurance Cash Receivables Inventory Payables Note Payables Short-Term Debt Repurchases Dividents Payout Long-Term Debt Size Age Tobin’s Q Leverage Profit Margin Sales Growth Capex Asset Tangibility R &D
Probability Breach 1.000

Cyber Score Fl. 0.133 1.000
(0.000)

Cyber Score O. 0.101 0.214 1.000
(0.000) (0.000)

Cyber Insurance 0.060 0.089 0.445 1.000
(0.000) (0.000) (0.000)

Cash -0.118 0.032 0.109 0.074 1.000
(0.000) (0.001) (0.000) (0.000)

Receivables -0.080 -0.060 0.001 0.024 -0.048 1.000
(0.000) (0.000) (0.924) (0.011) (0.000)

Inventory 0.000 -0.017 -0.133 -0.047 -0.188 0.013 1.000
(0.997) (0.059) (0.000) (0.000) (0.000) (0.164)

Payables 0.055 -0.014 -0.044 0.004 -0.104 0.398 0.436 1.000
(0.000) (0.122) (0.000) (0.664) (0.000) (0.000) (0.000)

Note Payables -0.006 -0.059 -0.040 -0.016 -0.074 0.133 0.186 0.105 1.000
(0.487) (0.000) (0.000) (0.087) (0.000) (0.000) (0.000) (0.000)

Short-Term Debt 0.006 -0.057 -0.044 -0.020 -0.071 0.106 0.123 0.076 0.709 1.000
(0.533) (0.000) (0.000) (0.029) (0.000) (0.000) (0.000) (0.000) (0.000)

Repurchases 0.178 0.079 0.100 0.052 0.015 -0.054 -0.030 -0.045 -0.024 -0.043 1.000
(0.000) (0.000) (0.000) (0.000) (0.102) (0.000) (0.001) (0.000) (0.009) (0.000)

Dividents Payout 0.099 0.040 -0.015 0.001 -0.068 -0.025 -0.002 -0.010 -0.008 -0.034 0.025 1.000
(0.000) (0.000) (0.099) (0.898) (0.000) (0.008) (0.821) (0.280) (0.395) (0.000) (0.006)

Long-Term Debt 0.113 0.081 -0.024 -0.027 -0.201 -0.088 -0.051 -0.058 -0.060 0.008 0.001 0.060 1.000
(0.000) (0.000) (0.009) (0.003) (0.000) (0.000) (0.000) (0.000) (0.000) (0.405) (0.878) (0.000)

Size 0.540 0.128 0.053 0.004 -0.323 -0.152 -0.024 -0.026 -0.040 -0.049 0.170 0.134 0.298 1.000
(0.000) (0.000) (0.000) (0.643) (0.000) (0.000) (0.009) (0.004) (0.000) (0.000) (0.000) (0.000) (0.000)

Age 0.279 0.048 -0.073 -0.028 -0.262 0.032 0.141 0.069 0.018 -0.016 0.052 0.113 0.033 0.377 1.000
(0.000) (0.000) (0.000) (0.002) (0.000) (0.001) (0.000) (0.000) (0.057) (0.079) (0.000) (0.000) (0.000) (0.000)

Tobin’s Q -0.001 0.118 0.090 0.061 0.419 -0.013 -0.128 -0.064 -0.034 -0.026 0.196 0.026 -0.020 -0.133 -0.181 1.000
(0.952) (0.000) (0.000) (0.000) (0.000) (0.167) (0.000) (0.000) (0.000) (0.005) (0.000) (0.004) (0.027) (0.000) (0.000)

Leverage 0.128 0.058 -0.034 -0.030 -0.308 -0.186 -0.079 -0.110 -0.052 0.099 -0.042 0.049 0.800 0.341 0.058 -0.097 1.000
(0.000) (0.000) (0.000) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Profit Margin 0.177 0.033 -0.004 -0.001 -0.343 0.071 0.092 -0.010 -0.050 -0.101 0.269 0.141 0.092 0.415 0.233 -0.076 0.090 1.000
(0.000) (0.000) (0.656) (0.909) (0.000) (0.000) (0.000) (0.302) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Sales Growth -0.036 0.018 -0.000 0.006 0.160 -0.001 -0.049 -0.034 -0.019 -0.009 -0.016 -0.046 0.047 -0.039 -0.151 0.230 -0.014 -0.058 1.000
(0.000) (0.055) (0.997) (0.499) (0.000) (0.941) (0.000) (0.000) (0.041) (0.352) (0.089) (0.000) (0.000) (0.000) (0.000) (0.000) (0.118) (0.000)

Capex -0.042 -0.002 -0.079 -0.052 -0.154 -0.194 -0.057 0.001 -0.049 -0.013 -0.004 0.001 0.102 0.079 -0.026 0.028 0.106 0.143 -0.002 1.000
(0.000) (0.820) (0.000) (0.000) (0.000) (0.000) (0.000) (0.917) (0.000) (0.153) (0.701) (0.934) (0.000) (0.000) (0.004) (0.002) (0.000) (0.000) (0.798)

Asset Tangibility -0.004 -0.052 -0.152 -0.096 -0.322 -0.310 -0.065 -0.046 -0.042 0.008 -0.053 0.058 0.232 0.205 0.098 -0.172 0.293 0.149 -0.080 0.682 1.000
(0.697) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.394) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

R &D -0.132 -0.011 0.081 0.059 0.555 -0.033 -0.159 -0.094 -0.039 -0.015 -0.058 -0.101 -0.155 -0.359 -0.208 0.327 -0.196 -0.596 0.112 -0.161 -0.293 1.00 > 0
(0.000) (0.232) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.107) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0. > 000)
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Table 9: This table presents regressions for firms that have not yet experienced a data breach and are
subjected to potential future breaches. The primary variable of interest is the Cyber Risk Score (Cyber
Score O.), based on 10-K disclosure; the higher the score, the higher the risk. The control and primary
variables are all lagged by one period, including Size, Age, Tobin’s Q, Leverage, Profit Margin, Sales
Growth, Capex, Asset Tangibility, R&D, and Probability of Breach. Firm Age is defined as the natural
logarithm of the firm’s Age, and Firm Size is defined as the natural logarithm of total assets. Sales
Growth is defined as the change in sales from the previous period: (salet/(salet−1 − 1)), Profit Margin is
defined as EBITDA over total assets: ebitda/at, Capital Expenditures is defined as capital expenditure
over property, plant, and equipment: capx/ppent, Tobin’s Q is defined as adjusted assets over total assets:
(at − ceq + (prccf × csho))/at, Leverage is defined as long-term debt over total assets: dltt/at, Asset
Tangibility is defined as the ratio of tangible assets to total assets, and R&D Expenditures is defined as
R&D over total assets: xrd/at. The significance levels are denoted by * for p < 0.1, ** for p < 0.05, and
*** for p < 0.01

regressions analysis
(1) (2) (3) (4)

VARIABLES Cash Cash Cash Cash

Cyber Score O. 0.000240 -0.000948 -5.13e-05 0.00123
(0.00194) (0.00155) (0.00179) (0.00254)

Cyber Insurance -0.0216 -0.0312*** -0.0240* -0.0136
(0.0140) (0.0119) (0.0131) (0.0180)

Cyber Score O. × Cyber Insurance 0.00792** 0.00988*** 0.00840*** 0.00628
(0.00319) (0.00265) (0.00296) (0.00419)

Size -0.00542*** 0.00460*** -0.00296 -0.0138***
(0.00195) (0.00164) (0.00183) (0.00252)

Age -0.0224*** -0.0202*** -0.0218*** -0.0241***
(0.00450) (0.00415) (0.00429) (0.00556)

Tobin’s Q 0.0244*** 0.0183*** 0.0229*** 0.0295***
(0.00262) (0.00272) (0.00258) (0.00295)

Leverage -0.192*** -0.170*** -0.187*** -0.211***
(0.0147) (0.0105) (0.0131) (0.0209)

Profit Margin -0.111*** -0.0778*** -0.103*** -0.140***
(0.0227) (0.0216) (0.0219) (0.0270)

Sales Growth -0.00391 -0.00693 -0.00465 -0.00139
(0.00609) (0.00501) (0.00562) (0.00815)

Capex -0.0765 -0.0206 -0.0628 -0.123*
(0.0517) (0.0459) (0.0488) (0.0660)

Asset Tangibility -0.135*** -0.0593*** -0.116*** -0.197***
(0.0174) (0.0140) (0.0160) (0.0236)

R&D 0.612*** 0.611*** 0.612*** 0.613***
(0.0485) (0.0524) (0.0484) (0.0526)

Constant 0.298*** 0.117*** 0.253*** 0.449***
(0.0193) (0.0184) (0.0191) (0.0246)

Observations 10,736 10,736 10,736 10,736
R-squared 0.506
Regression Type OLS Quantile Quantile Quantile
Quantileth None 25 50 75
Industry fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes

Robust standard clustered errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 10: This table presents regressions for firms that have not yet experienced a data breach and are
subjected to potential future breaches. The primary variable of interest is the ex-ante breach probability,
using a logistic regression based on prior breach history. The control and primary variables are all lagged
by one period, including Size, Age, Tobin’s Q, Leverage, Profit Margin, Sales Growth, Capex, Asset
Tangibility, R&D, and Probability of Breach. Firm Age is defined as the natural logarithm of the firm’s Age,
and Firm Size is defined as the natural logarithm of total assets. Sales Growth is defined as the change in
sales from the previous period: (salet/(salet−1 − 1)), Profit Margin is defined as EBITDA over total assets:
ebitda/at, Capital Expenditures is defined as capital expenditure over property, plant, and equipment:
capx/ppent, Tobin’s Q is defined as adjusted assets over total assets: (at − ceq + (prccf × csho))/at,
Leverage is defined as long-term debt over total assets: dltt/at, Asset Tangibility is defined as the ratio of
tangible assets to total assets, and R&D Expenditures is defined as R&D over total assets: xrd/at. The
significance levels are denoted by * for p < 0.1, ** for p < 0.05, and *** for p < 0.01

regressions analysis
(1) (2) (3) (4)

VARIABLES Cash Cash Cash Cash

Probability Breach -0.146 -0.170 -0.152 -0.127
(0.161) (0.124) (0.147) (0.219)

Cyber Insurance -0.0164 -0.0291* -0.0194 -0.00579
(0.0217) (0.0168) (0.0198) (0.0297)

Probability Breach × Cyber Insurance 0.806 0.845* 0.815 0.774
(0.610) (0.449) (0.559) (0.808)

Size -0.00441* 0.00557*** -0.00204 -0.0127***
(0.00231) (0.00199) (0.00219) (0.00297)

Age -0.0224*** -0.0197*** -0.0218*** -0.0247***
(0.00453) (0.00416) (0.00432) (0.00563)

Tobin’s Q 0.0247*** 0.0186*** 0.0232*** 0.0298***
(0.00262) (0.00274) (0.00259) (0.00293)

Leverage -0.195*** -0.173*** -0.189*** -0.213***
(0.0147) (0.0105) (0.0132) (0.0209)

Profit Margin -0.113*** -0.0796*** -0.105*** -0.140***
(0.0228) (0.0216) (0.0220) (0.0272)

Sales Growth -0.00413 -0.00733 -0.00489 -0.00147
(0.00611) (0.00502) (0.00565) (0.00816)

Capex -0.0813 -0.0233 -0.0675 -0.129**
(0.0516) (0.0458) (0.0487) (0.0659)

Asset Tangibility -0.137*** -0.0612*** -0.119*** -0.200***
(0.0174) (0.0139) (0.0161) (0.0238)

R&D 0.616*** 0.614*** 0.615*** 0.618***
(0.0487) (0.0529) (0.0486) (0.0524)

Constant 0.295*** 0.111*** 0.251*** 0.448***
(0.0207) (0.0193) (0.0203) (0.0265)

Observations 10,736 10,736 10,736 10,736
R-squared 0.504
Regression Type OLS Quantile Quantile Quantile
Quantileth None 25 50 75
Industry fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes

Robust clustered standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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